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Abstract

Graph-based semi-supervised learning (SSL) algorithms have been widely applied in large-scale machine learning. In this work, we show different graph-based SSL methods (modified adsorption, measure propagation, and prior-based measure propagation) and compare them to the standard label propagation algorithm on a phonetic classification task. In addition, we compare 4 different ways of constructing the phonetic graph: graph construction based on acoustic features vs. first-pass classifier outputs, in combination with either standard $k$-nearest neighbor search, or mutual $k$-nearest neighbor search. The best results are obtained with first-pass classifier outputs, and prior-based measure propagation.

1 Introduction

Current research on acoustic modeling in speech processing focuses mainly on the development of improved classifiers (e.g. deep models [11,21], large-margin classifiers [14,6], nearest-neighbor classifiers [9], etc.) and alternative training criteria [13,23,7]. Another line of research that has recently been shown to be successful in speech processing is graph-based learning (GBL) [26,25]. Graph-based SSL is a transductive, discriminative learning procedure that differs from all other approaches to acoustic-phonetic classification currently in use in that it explicitly tries to maximize the consistency of the classification output over both the labeled and the unlabeled data. Rather than exploiting similarities between training and test samples only, GBL also takes into consideration the similarities between different unlabeled samples in order to arrive at the final classification output. In this sense, GBL differs fundamentally from classification approaches that rely exclusively on models of the training set (supplemented by adaptation algorithms to better fit the test data) and which ignore classification decisions for other test samples. Several graph-based learning procedures have been proposed for acoustic classification tasks [26,17,1]; however, they have not been compared on the same data set and classification task, with identical experimental parameters. The present study has two goals: (a) we compare several state-of-the-art graph-based learning procedures (label propagation, modified adsorption [20], and measure propagation [17]) on the same task under identical experimental conditions in order to determine the best procedure; (b) we propose a novel extension to measure propagation by introducing a prior-based regularization term, where the prior information is derived from a first-pass classifiers. Finally we also compare two different graph construction algorithms, standard k-nearest neighbor vs. mutual k-nearest neighbors. We show that among the graph-based learning procedures, measure propagation and modified adsorption perform comparably while both individually outperform the older label propagation algorithm by [26]. Our new prior-regularized measure propagation method achieves the best results.
2 Graph-Based Learning Algorithms

In graph-based learning algorithms, the training and test data are jointly represented as a graph $G = (V, E, W)$, where $V$ is a set of vertices, each of which represents a data sample, $E = V \times V$ is a set of edges, and $W$ is a similarity measure between these two samples. An edge $e_{ij}$ connects vertices $v_i, v_j$ and is labeled with a similarity value $w_{ij}$. The graph is constructed over labeled and unlabeled data jointly. GBL was developed as a semi-supervised learning method where a subset of the data points $(1, \ldots, l)$ is labeled and the rest is unlabeled. Various learning algorithms can then be applied to the graph to infer labels for the unlabeled points.

The essential assumption of graph-based learning is that the data is characterized by an underlying a low-dimensional manifold, i.e. data points close to each other on the manifold tend to have the same label. Such graph-based SSL algorithms \cite{5, 4, 19, 24, 27} can be usually formulated as minimizing an quadratic function based on the graph that is regularized by both the consistency with training labels, and the smoothness over the manifold as represented by the graph. We next present three different graph-based learning algorithms in detail: label propagation, which has become a de facto baseline in graph-based learning research, modified adsorption, and measure propagation.

2.1 Label Propagation

We follow the conventional notation by defining a data set $\mathcal{X} = \{x_1, \ldots, x_i, x_{i+1}, \ldots, x_n\} \in \mathbb{R}^d$ and a set of labels $\mathcal{Y} = (Y_L, Y_U)$, where $Y_L = \{y_1, y_2, \ldots, y_l\}$ is known. Each $y_i$ is a $m$-dimensional vector where each entry $k$ indicates the probability of $y_i$ belonging to class $k$. Here $l$ is the number of labeled data points, $u$ is the number of unlabeled data points, and $n = l + u$ is the total number of data points. $Y_L$ contains labels that correspond to the labeled portion of the data. The goal is to infer $\hat{\mathcal{Y}} = (\hat{Y}_L, \hat{Y}_U)$, which contains labels for the unlabeled portion. Label propagation (LP) iteratively propagates the information from the labeled data on a graph according to Algorithm 1.

**Algorithm 1 Label Propagation Algorithm**

1. Construct a similarity matrix $W$ (self-weight $\leftarrow 0$)
2. Compute the transition matrix $T$: $T_{ij} = \frac{w_{ij}}{\sum_{k=1}^{n} w_{kj}}$, and initialize $\hat{Y} = Y_L$
3. Label propagation by $\hat{Y} \leftarrow T\hat{Y}$
4. Normalization for rows in $\hat{Y}$
5. Fix the labeled portion in $\hat{Y}$ and repeat from step 3 until convergence

Label propagation minimizes the following function:

$$\sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij} ||\hat{y}_i - \hat{y}_j||^2_{\text{subject to}} \hat{y}_i = y_i, \forall i = 1, \ldots, l$$

As one of the first graph-based SSL algorithms label propagation has had a significant impact on subsequent work and is still used as a de facto baseline in many works on graph-based learning. It enjoys many properties such as a closed-form solution and a natural extension to multi-class classification. However it has several limitations:

1. The labeled portion in $\hat{Y}$ has to be fixed at every iteration. However it is highly possible that there are incorrectly labeled data in the training set. It would be preferable to allow initial labels to be changed if the evidence is strong enough.

2. It does not utilize complete probability distributions on labeled vertices.

2.2 Modified Adsorption

Modified adsorption \cite{20} is derived from the adsorption algorithm, which has been used e.g. in video suggestion for YouTube \cite{3}. Unlike traditional random walk approaches \cite{19}, modified adsorption represents a controlled random walk in which each vertex $v$ has three alternative actions: injection, continuation, and abandon, with probabilities $p_{ij}^{\text{inj}}, p_{ij}^{\text{con}}, p_{ij}^{\text{abdn}}$, respectively. Injection refers to the termination of a random walk and uses prior knowledge about the vertex (labeled points in the training data); continuation refers to the normal continuation of the random walk according to the transition matrix of the graph, and abandon refers to abandoning a random walk and defaulting to a
dummy label. Note that instead of a dummy label, a different label can be used instead, such as that predicted by a different or first-pass classifier (this is the approach used in our experiments described below). Thus, this procedure is able to incorporate prior information.

Define a label matrix \( Y \in \mathbb{R}^{n \times (m+1)} \), where \( Y_{ij} \) stands for the \( j \)-th label entry of vertex \( i \), which is given at the training stage. Note that this label matrix is augmented to have \( m+1 \) entries for each data point. The very last entry corresponds to the ‘dummy’ label. Also define a predicted label matrix \( \hat{Y} \in \mathbb{R}^{n \times (m+1)} \), and a default matrix \( R \in \mathbb{R}^{n \times (m+1)} \), where each \( R_i = \begin{bmatrix} 0 \in \mathbb{R}^{m} \\ 1 \end{bmatrix} \) is a \((m+1)\)-dimensional vector. The modified adsorption algorithm constructs an objective function based on the following three aspects: 1) the output is close to the given prior knowledge; 2) the manifold is smooth; 3) the output is a dummy proxy if the first two terms are not favored. The algorithm constructs an objective function based on the following three aspects: 1) the output is close to the given prior knowledge; 2) the manifold is smooth; 3) the output is a dummy proxy if the first two terms are not favored. The objective function to be minimized is the following:

\[
\sum_i [\mu_1 \sum_k p_i^{\text{inj}} (Y_{ik} - \hat{Y}_{ik})^2 + \mu_2 \sum_{j \in \mathcal{N}(i)} \sum_k p_i^{\text{cont}} w_{ij} (\hat{Y}_{ik} - \hat{Y}_{jk})^2 + \mu_3 \sum_k p_i^{\text{abdn}} (\hat{Y}_{ik} - R_{ik})^2]
\]

where \( i \) and \( k \) range over all nodes. Equation 2 can be further modified to formulate a convex optimization problem that can readily be solved by Jacobi iteration. The values of \( p_i^{\text{inj}}, p_i^{\text{cont}}, p_i^{\text{abdn}} \) can be computed by tuning a hyperparameter \( \beta \), according to [20]. The hyperparameter \( \beta \) in modified adsorption discounts the high-degree vertices, which are often unreliable.

### 2.3 Measure Propagation

Measure propagation [17] is a novel graph-based SSL algorithm based on minimizing a Kullback-Leibler divergence (KLD) based loss. Instead of minimizing a quadratic objective function, measure propagation uses a probability measure in the objective function. For completeness, let \( \mathcal{X} = \{x_1, \cdots, x_l, x_{l+1}, \cdots, x_n\} \in \mathbb{R}^d \), where \( l \) is the number of labeled data, \( u \) is the number of unlabeled data, and \( n = l + u \) is the total number of data. Define two sets of probability measures \( r_i \in \mathbb{R}^m, i = 1, \cdots, l \), and \( p_i \in \mathbb{R}^m, i = 1, \cdots, n \), where \( r_i \) is the given probability distribution of vertex \( i \) for the training portion of the data, and \( p_i \) is the predicted probability distribution for vertex \( i \). Both \( r_i \) and \( p_i \) live on the \( m \)-dimensional probability simplex. In the general case, since the labels of training data are already given, \( r_i \) is a ‘one-hot’ vector with one single entry in the given class position. The optimization criterion is formulated as follows:

\[
\text{minimize} \quad C(p) = \sum_{i=1}^{l} D_{KL}(r_i || p_i) + \mu \sum_{i=1}^{n} \sum_{j \in \mathcal{N}(i)} w_{ij} D_{KL}(p_i || p_j) - \nu \sum_{i=1}^{n} H(p_i)
\]

This objective function also consists of three criteria, similar to the modified adsorption algorithm: 1) the first term ensures that the predicted probability distribution matches the given distribution on labeled vertices as closely as possible; 2) the second term stands for the smoothness on the manifold (i.e. close points should have a smaller KL divergence); and 3) the third term encourages high-entropy output (if the first two terms are not preferred, the output is then expected to have a uniform distribution). Although \( C(p) \) is convex with respect to \( p_i \), there does not exist a closed-form solution. Interior-point methods or methods of multipliers can be used to solve the problem but the computation is expensive.

In [17], alternating minimization (AM) has been proposed to solve the optimization problem. To see a detailed procedure to derive the update equation and proof of convergence for AM, the reader is to referred to a technical report [16].

### 2.4 Prior-Based Measure Propagation

Measure propagation has many advantages: it enables parallelization and it can handle large-scale dataset. Measure propagation has shown promising results on large-scale datasets such as WebKB [15] and Switchboard [18]. Another notable attribute in measure propagation is its ability to incorporate prior knowledge. In Equation 3, we see the last term encourages the entropy of the probability distribution associated with a vertex to approach the maximum. Note that the entropy of \( p \in \mathbb{R}^m \) can be written as

\[
H(p) = -\sum_y p(y) \log p(y) = \log m - D_{KL}(p||u)
\]
where \( u \) is a uniform distribution. By substituting the uniform distribution \( u \) with a prior distribution \( \tilde{p} \), we instead encourage the model to produce output distributions close to the prior distributions. The objective function of “prior-based” measure propagation can be written as:

\[
\text{minimize} 
\quad C'(p) = \sum_{i=1}^{n} D_{KL}(r_i||p_i) + \mu \sum_{i=1}^{n} \sum_{j \in N(i)} w_{ij} D_{KL}(p_i||p_j) + \nu \sum_{i=1}^{n} D_{KL}(p_i||\tilde{p}_i) \tag{5}
\]

where \( r_i, p_i \) and \( \tilde{p}_i \) live on the \( m \)-dimensional probability simplex. \( r_i \) is the given probability distribution of vertex \( i \) for the training portion of the data, \( p_i \) is the predicted probability distribution of vertex \( i \), \( \tilde{p}_i \) is the prior distribution for vertex \( i \). Again, this convex optimization problem can be solved using alternating minimization.

### 3 Graph Construction for Acoustic Phone Classification

Graph construction is particularly important in graph-based learning. Since the graph is represented as \( G = \{V, E, W\} \), it is critical to define a good similarity measure. In automatic speech recognition, it is conventional to represent speech data as a feature vector \( x \) of Mel Frequency Cepstral Coefficients (MFCCs) or Perceptual Linear Predictive (PLP) features. Euclidean, Mahalanobis or cosine distance is then used as a distance measure between feature vectors \( x_i, x_j \), i.e.

\[
d_e(x_i, x_j) = ||x_i - x_j||_2 \tag{6}
\]

\[
d_m(x_i, x_j) = \sqrt{(x_i - x_j)^T \Sigma^{-1} (x_i - x_j)} \tag{7}
\]

where \( \Sigma \geq 0 \) is a positive definite matrix. The resulting distance values are passed through an RBF kernel

\[
w_{ij} = \exp(-\gamma d(x_i, x_j)^2) \tag{8}
\]

or a Gaussian kernel to obtain similarity values.

An alternative to this conventional way of building a similarity graph using MFCC features, is to use the probability distribution output from a first-pass classifier. The output from the first-pass classifier is considered a new feature space, possibly allowing different types of similarity measures. In [2] the output from a multi-layer perceptron (MLP) was used. The MLP was trained on a small portion of the original training data, and the predicted probability distributions were used as new features. The advantage of employing a first-pass classifier is that it removes noise in the original acoustic feature space. In order to compute similarity in the new transformed feature space, Kullback-Leibler divergence (KL divergence) can be naturally applied here. Given two probability distribution \( p, q \), where \( p, q \) live on a \( m \)-dimensional probability simplex, the similarity between the two probability distribution can be expressed as the Jenson-Shannon divergence:

\[
d_{JS}(p, q) = \frac{d_{KL}(p, m) + d_{KL}(q, m)}{2} \tag{9}
\]

where \( d_{KL}(p, q) = \sum_i p_i \log \frac{p_i}{q_i} \) is the KL-divergence between two probability distribution, and \( m \) is the equal-weight interpolation of \( a \) and \( b \), i.e. \( m_{ij} = (p_{ij} + q_{ij})/2 \). The resulting distance is converted to similarity by using a Gaussian kernel. Another advantage is that it allows us to condense the training data. Rather than using the predicted probability distributions for all training data points, we can establish one training vector for each class, by assigning it the optimal ‘one-hot’ probability vector (i.e. each class seed is a 48-dimensional vector, with only one entry 1 at the position of its class).

The resulting similarity matrix \( W \) of the graph is a dense matrix, and for large datasets it is reasonable to prune it to a more sparse matrix. The most common approach is to convert the dense matrix \( W \) to a sparse matrix via \( k \)-NN selection. Recent study [12] shows that \( k \)-NN graphs have hubs (i.e. vertices with high degree), which typically provide little information. In order to reduce to the effects of high degree hubs, mutual \( k \)-NN graphs can be used instead. In our work, for each unlabeled vertex, we choose \( k \) nearest neighbors in the labeled portion on the graph, and another \( k \) (mutual) nearest neighbors in the unlabeled portions. In Jenson-Shannon divergence, we increase the largest weights between an unlabeled vertex and seed if it is below a certain threshold and augment weights from other seeds to it proportionally. In order to avoid the scenario that there exists isolated cliques on a graph, we use a maximum spanning tree and add the minimum number of edges to the graph, as in [12].
4 Experiment Setup

We use the TIMIT corpus for our experiments. For training we use the standard training set without the *sa* sentences (3686 sentences), the core test set of 192 sentences, and a development set of 210 sentences. These correspond to 1044671, 57908, and 63679 frames, respectively. We use a set of 48 phone classes for training (collapsed down from the original TIMIT phone set according to the mapping described in [10]). For evaluation, the 48 classes are further collapsed into 39 classes according to [10].

Our task is frame-level phone classification, i.e. results are measured at the frame level and no knowledge of time boundaries is used in our experiments. Feature vectors were extracted from the acoustic data every 10ms, with a 25ms Hamming window and a pre-emphasis of boundaries is used in our experiments. Feature vectors were extracted from the acoustic data every 10ms, with a 25ms Hamming window and a pre-emphasis of $\alpha = 0.97$. The feature vectors consist of 39 MFCC coefficients (i.e. 12 MFCC features plus energy, plus 13 delta features and 13 delta-delta features). Each frame is further concatenated with the preceding 4 frames and the subsequent 4 frames to form a 351-dimensional feature vector. Speaker-based mean and variance normalization of the feature vectors was performed.

We compare two different ways of constructing the data graph. The first, based on solely on the acoustic feature representation, computes the Euclidean distance between MFCC vectors. The second method investigates the effect of employing a first-pass classifier and using the resulting probability feature space as a representation. To this end we use a multi-layer perceptron, with an input layer of 351 nodes, a hidden layer of 2000 nodes, and an output layer of 48 nodes. The output function at the output layer is the softmax function; training is accomplished by back-propagation. The performance of the MLP is validated on a held-out portion of 10% of the training data and training is stopped when the frame-level error rate on the held-out data starts to increase. We then use the Jensen-Shannon divergence between the 48-dimensional output probability vectors as a distance measures.

The respective distance measures are used by a kdtree procedure to find the $k$ nearest neighbors, both from the training set and from the test set, for any given data point in the test set. After the nearest neighbors have been identified, we use an RBF kernel to convert the distances to similarities. We tune the hyperparameter of the RBF kernel according to the procedure detailed in [8]. The graph is then constructed using the nearest neighbors identified by the kdtree algorithm and the similarities as edge weights.

In a contrastive experiment, we apply the mutual $k$-NN method with maximum spanning tree [12] for graph construction ($k = 10$), which has been shown to often lead to superior graphs.

In order to evaluate the effects of the number of labeled data points we randomly choose 10%, 30%, 50% training data, as well as utilizing the whole training data to generate different graphs.

For the modified adsorption algorithm, we perform a grid search over the following parameters: $\mu_1 = 1, \mu_2 = \{1, 10, 100, 1000\}, \mu_3 = \{0.001, 0.01, 0.1, 1\}, \beta = \{1, 2, 5, 10, 50\}$; for measure propagation we choose the parameters $\mu, \nu$ from the following set: $\{1, 2, 4, 8, 10, 20\}$; for measure propagation, we choose the parameters $\mu, \nu$ from the following set: $\{1, 2, 4, 8, 10, 20\}$. The search is based on the performance on the development set.

5 Results

We show the results of phone classification on the core test set of TIMIT in Tables 1 and 2. We compare four graph-based SSL algorithms (label propagation (LP), modified adsorption (MAD), measure propagation (MP) and prior-based measure propagation (pMP)), two feature representations, (MFCC features vs. multilayer perceptron output), and two graph construction techniques (kNN graph (kNN), and mutual kNN graph with maximum spanning tree (mkNN+MST)). Note that MAD and pMP are not applicable to graphs constructed from the MFCC features directly, as no first-pass classifier is involved in these cases. The baseline system is the supervised MLP classifier. In the tables below, Accuracies that are significantly better than the baseline at a level of $p = 0.05$ or lower are shown in boldface.

For the graphs built on MFCC features, we see a significant reduction in accuracy compared to the supervised baseline, indicating that graph-based classification from the raw MFCC features lacks robustness. Whereas LP performs slightly worse under the mkNN+mst graph construction scheme, MP benefits from symmetrized graphs. For the graphs built on MLP features, we observe markedly higher accuracies overall, indicating that the strategy of using a first-pass classifier to produce more stable representations is successful. We see significant improvements from MAD and pMP. Both of these algorithms utilize prior information: MAD backs off to the label predicted by the first-pass MLP whenever the dummy label is the highest-scoring label in the MAD output. pMP uses the distribution over phones predicted by the first-pass classifier in the regularization term. It appears that those methods work best that are...
Table 1: Accuracy rates for frame-based phone classification for the baseline (MLP) and various graph-based learners, based on MFCC feature representation using the simple kNN vs. the mutual kNN (mkNN) graph.

<table>
<thead>
<tr>
<th>System</th>
<th>Amount of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>MLP</td>
<td>65.94</td>
</tr>
<tr>
<td>LP - kNN</td>
<td>53.97</td>
</tr>
<tr>
<td>MP - kNN</td>
<td>54.26</td>
</tr>
<tr>
<td>LP - mkNN</td>
<td>53.16</td>
</tr>
<tr>
<td>MP - mkNN</td>
<td>54.56</td>
</tr>
</tbody>
</table>

Table 2: Accuracy rates for frame-based phone classification for the baseline (MLP) and various graph-based learners, based on the NN output representation using kNN vs. mkNN graph construction.

<table>
<thead>
<tr>
<th>System</th>
<th>Amount of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>MLP</td>
<td>65.94</td>
</tr>
<tr>
<td>LP - kNN</td>
<td>65.47</td>
</tr>
<tr>
<td>MP - kNN</td>
<td>65.48</td>
</tr>
<tr>
<td>MAD - kNN</td>
<td>66.53</td>
</tr>
<tr>
<td>pMP - kNN</td>
<td>67.22</td>
</tr>
<tr>
<td>LP - mkNN</td>
<td>65.47</td>
</tr>
<tr>
<td>MP - mkNN</td>
<td>65.47</td>
</tr>
<tr>
<td>MAD - mkNN</td>
<td>65.93</td>
</tr>
<tr>
<td>pMP - mkNN</td>
<td>67.23</td>
</tr>
</tbody>
</table>

able to utilize prior information. The mkNN+mst graph construction procedure does not seem to be very useful here, degrading MAD slightly and producing almost no change for the other classifiers.

Another way of analyzing how this prior information helps is to compare the weights of regularization constants $\mu$ and $\nu$ (in log-10 representation) of MP and pMP in Table 3. The table indicates that we penalize less on the third term (in $\nu$) in Equation 3 and Equation 5 since we encourage vertices to adopt probability distributions close to the prior distribution.

6 Discussion

In a graph-based learning framework, a suitable graph representation is particular important. Given a ‘good’ graph, different inference algorithms often do not lead to dramatically different results. Graph construction requires us to define a good similarity measure. As have shown, the use of first-pass classifier outputs leads to more robust representations and enables us to use similarity measures in probability space, resulting in better graphs. Instead of using an MLP as a first-pass classifier, we have many alternative options such as deep belief nets [22] that are more powerful.

Frame-level phone classification is only the first step towards ASR-style acoustic modeling. Our future goal is to integrate graph-based learning into fully-fledged ASR. To this end will develop similarity measures for variable-length phone segments, incremental graph construction and inference, and better methods for scalability to large data sets.

7 Conclusion

In this work, we have investigated recent graph-based SSL algorithms to phonetic classification. We have also studied the graph construction procedures as well as different representation for acoustic features. The result shows that modified adsorption and measure propagation outperform the baseline label propagation, and that using probability distribution representation in graph-based learning framework improves the result significantly. We conclude that by incorporating the output from a weakly trained first-pass classifier as priori-information, priori-based measure
propagation significantly outperforms the other three algorithms under different setups. In the future, we will move on to the segment-level for phone classification and recognition. We will further incorporate the power of stochastic modeling into the graph-based learning framework.
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