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Abstract—Joint analysis of security and routing protocols in wireless networks reveals vulnerabilities of secure network traffic that

remain undetected when security and routing protocols are analyzed independently. We formulate a class of continuous metrics to

evaluate the vulnerability of network traffic as a function of security and routing protocols used in wireless networks. We develop two

complementary vulnerability definitions using set theoretic and circuit theoretic interpretations of the security of network traffic, allowing

a network analyst or an adversary to determine weaknesses in the secure network. We formalize node capture attacks using the

vulnerability metric as a nonlinear integer programming minimization problem and propose the GNAVE algorithm, a Greedy Node

capture Approximation using Vulnerability Evaluation. We discuss the availability of security parameters to the adversary and show

that unknown parameters can be estimated using probabilistic analysis. We demonstrate vulnerability evaluation using the proposed

metrics and node capture attacks using the GNAVE algorithm through detailed examples and simulation.

Index Terms—Wireless networks, security, routing, node capture attacks, adversary models.
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1 INTRODUCTION

ASSURANCE of secure applications and services in wireless
networks relies on the properties of confidentiality and

integrity, respectively defined as the ability to keep data
secret from unauthorized entities and the ability to verify that
data has not been maliciously or accidentally altered [2].
Eschenauer and Gligor recently demonstrated in [3] that
these properties can be efficiently compromised by physi-
cally capturing network nodes and extracting cryptographic
keys from their memories. These node capture attacks are
possible in most wireless networks due to the unattended
operation of wireless nodes and the prohibitive cost of
tamper-resistant hardware in portable devices [3]. Further-
more, as shown in [4], an intelligent adversary can improve
the efficiency of a node capture attack over that of approaches
in recent literature [3], [5], [6], [7] focusing on random node
capture using publicly available information leaked from the
key assignment protocol.

The aforementioned studies on node capture attacks have
all focused on the ability of an adversary to compromise the
security of single-hop wireless links. However, messages in
a wireless network traverse multiple links and paths
between a source and destination node, and a message
may be compromised by traversing a single insecure link.
The overall security of routed messages is thus dependent

on the routing protocol implemented in the wireless

network, as well as the physical network topology and the

relative positions of the source and destination nodes in the

network. Moreover, the fact that a message is transmitted

over numerous links between a source and destination node

implies that the overall confidentiality and integrity of the

routed message may only be as secure as the least secure

link, implying that vulnerabilities arise due to the topology

of secure links in the wireless network. Hence, the impact of

a node capture attack is a function of both the cryptographic

protocol which provides link security and the routing

protocol which determines the set of links traversed by a

given message.
In this article, we introduce a class of metrics to measure

the effective security offered in a wireless network as a

function of the routing topology and the link security

provided by the key assignment protocol. This joint protocol

analysis allows a network analyst or an adversary to

evaluate the vulnerability of network traffic and isolate

weakly secured connections. We approach the problem from

an adversarial perspective and show how an intelligent

adversary can mount a node capture attack using vulner-

ability evaluation to focus the attack on the nodes which

contribute maximally to the compromise of network traffic.

The necessary resource expenditure associated with the

node capture attack implies that the optimal attack with

minimum resource expenditure corresponds to a minimum

cost set of nodes, in contrast to wiretapping attacks in

routing or secure network coding [8], [9] which seek a

minimum cost set of links. As we show in this article, jointly

considering the information from routing and key assign-

ment protocols leads to a significant reduction in resource

expenditure in comparison to consideration of information

from either protocol separately.
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1.1 Our Contributions

We make the following contributions in this article:

. We define a class of metrics for the vulnerability of
network traffic and formulate the minimum cost node
capture attack problem as a nonlinear integer pro-
gram using the defined vulnerability metrics. We
present the GNAVE algorithm, a Greedy Node
capture Approximation using Vulnerability Evalua-
tion, to approximate the minimum cost node capture
attack.

. We provide two complementary realizations for the
vulnerability metric by interpreting the compromise
of messages using set theoretic and circuit theoretic
analogies to evaluate the message security.

. We show that when information about the key
assignment protocol is hidden from the adversary
using privacy-preserving protocols, the indetermi-
nate quantities can be estimated probabilistically
without significant degradation in the attack
performance.

. We demonstrate the impact of node capture attacks
using the GNAVE algorithm in wireless networks
with examples of both classical routing and net-
work coding protocols. Furthermore, we compare
the resource expenditure required for node capture
attacks using the GNAVE algorithm to previously
proposed strategies via simulation.

The remainder of this article is organized as follows: In
Section 2, we state the assumed wireless network, key
assignment, and adversary models. In Section 3, we define
the class of vulnerability metrics for routed traffic, for-
mulate the minimum cost node capture attack problem, and
propose the GNAVE algorithm using a greedy heuristic for
node capture. In Section 4, we provide two realizations of
the vulnerability metrics using set and circuit theoretic
formulations. In Section 5, we show how to estimate
parameters that are unknown due to the use of privacy-
preserving protocols. In Section 6, we provide examples
and simulation of node capture attacks using vulnerability
evaluation. In Section 7, we state our conclusions.

2 MODELS AND NOTATION

In this section, we state the assumed wireless network, key
assignment, and adversary models. We summarize the
notation used throughout this article in Table 1.

2.1 Network Model

The topology of the wireless network with a set of nodes N
is represented by the directed network graph G ¼ ðN ; LÞ. The
link set L contains all ordered pairs of one-hop commu-
nicating neighbors, equivalent to an asymmetric relation
[10], such that ði; jÞ is in L for i 6¼ j if and only if node i can
reliably send messages to node j without intermediate relay
nodes. The link set L is dependent on parameters such as
node location and configuration and properties of the
radios, transmission medium, and MAC layer protocols.

We denote the subsets of N of message source and
destination nodes in the network as S and D, respectively.
The set of source-destination pairs is denoted T � S � D
and is constructed based on the routing protocol decisions.

For a given source-destination pair ðs; dÞ 2 T , the routing
protocol will construct one or more directed routing paths
through G, where a path is defined as a set of sequential
links in L. We define the route Rsd as the set of all paths
traversed by any message from s to d, and we let f� denote
the fraction of traffic from s to d that traverses the given
path � 2 Rsd. The route Rsd can be represented graphically
by the route subgraph Gsd of G consisting of nodes and
directed links traversed by at least one routing path � 2 Rsd

from s to d.
We define the following classes of routing protocols,

partitioning the space of routing protocols based on the
dependence of messages routed along different (not
necessarily disjoint) paths, as follows:

Definition 1. The class of independent path routing protocols
consists of any protocol which uses one or more paths to route
separate messages such that messages traversing different
paths are independently coded and secured.

The class of independent path routing protocols con-
tains, for example, protocols using a single, fixed path such
as AODV [11] or DSR [12] as well as protocols using
multiple paths such as GBR [13] or GEAR [14]. The route
Rsd under independent path routing is equivalent to the
superposition of jRsdj single-path routes, where each single-
path route f�g for � 2 Rsd is weighted by the corresponding
traffic fraction f�.

Definition 2. The class of dependent path routing protocols
consists of any protocol which uses multiple paths in which
packets traversing separate paths are jointly coded, fragmen-
ted, or secured.

The class of dependent path routing protocols contains,
for example, protocols based on threshold secret sharing
[15] and network coding [8], [9], [16] in which a set of coded
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packets must be jointly decoded in order to recover the
original set of messages.

2.2 Key Assignment Model

We assume the existence of a secure key assignment
mechanism as follows: Let K be a set of symmetric
cryptographic keys and L be a corresponding set of publicly
available key labels. Each node i 2 N is assigned a subset
Ki � K and the corresponding subset Li � L. We denote the
subset of keys shared by nodes i and j as Kij ¼ Ki \ Kj and
allow communication between i and j if and only if
Kij 6¼ ;.1 We assume that nodes i and j use the entire set
Kij of shared keys to secure the link ði; jÞ, so the strength of
the link security is directly related to the number of shared
keys. We assume that nodes i and j compute the
intersection Lij ¼ Li \ Lj in order to determine the set of
shared keys Kij using a protocol from one of the following
classes.

Definition 3. The class of public label exchange protocols
consists of any protocol which provides necessary information
for any node j 2 N to compute the set Li of key labels for any
node i 2 N .

The class of public label exchange protocols contains
such protocols as the public broadcast of Li by each
node i 2 N as in [3] or the use of a public identity-based
function to compute Li as a function of i as in [17].

Definition 4. The class of privacy-preserving set intersection
protocols consists of any protocol which provides necessary
information for any node j 2 N to only compute the set Lij of
key labels shared with any node i 2 N without giving any
information to j about the remaining key labels in Li n Lj.

The class of privacy-preserving set intersection protocols
contains such protocols as the challenge-response protocol
proposed in [3] in which each node i 2 N computes a
random nonce � and broadcasts � and the challenge Ekð�Þ
for each k 2 Ki.

In addition to the link security provided by the set of
shared keys Kij for each link ði; jÞ, we consider the
incorporation of an additional end-to-end security mechan-
ism for each route Rsd which depends only on the source s
and destination d. If it is physically possible and allowed by
policy, the source node s can compute the set Ksd of keys
shared with the destination node d and additionally secure
messages in the route Rsd using the shared keys Ksd. We
denote the set of keys securing the end-to-end connection
between s and d as KEsd, noting that KEsd ¼ Ksd if s and d are
able and allowed to use end-to-end security and KEsd ¼ ;
otherwise. We include the additional end-to-end secure link
ðs; dÞ in the route subgraph Gsd with the corresponding link
security depending only on KEsd.

2.3 Adversarial Model

We consider a polynomial-time adversary with the ability
and resources to eavesdrop on and record messages
throughout the network, capture nodes, and extract
cryptographic keys from the memory of captured nodes.

We assume that the adversary has knowledge of the key

assignment and routing protocols, including protocol

parameters, and can participate actively in any network

protocols by assuming the roles of captured, replicated, or

fabricated nodes. We further assume that the route

subgraph Gsd for each ðs; dÞ 2 T is available to the

adversary or is computable using traffic analysis and

estimation [18].
The primary goal of the adversary is to compromise

the confidentiality and integrity of all messages routed

between a target set of source-destination pairs denoted

T A � T by extracting cryptographic keys from the

memory of captured nodes C � N with minimum

resource expenditure. The adversary thus captures nodes

intelligently by associating an individual weight or cost wi
with the resource expenditure required to capture each

node i 2 N , as in [4]. We do not address further attacks

on network protocols and services that can be performed

as a result of message compromise.

3 ROUTE VULNERABILITY METRICS UNDER NODE

CAPTURE ATTACKS

In this section, we define a class of route vulnerability

metrics (RVMs) to quantify the effective security of traffic

traversing a given route Rsd. Using the RVM definition, we

formulate the minimum cost node capture attack problem

as a nonlinear integer programming minimization pro-

blem. Since determining the optimal node capture attack is

likely infeasible, we propose the GNAVE algorithm using a

greedy heuristic to iteratively capture nodes which max-

imize the increase in route vulnerability.

3.1 Route Vulnerability Metric (RVM)

In order to evaluate the effect of a node capture attack on

the effective security of traffic traversing a route Rsd, we

formally define link, path, and route compromise due to the

capture of a subset C � N of network nodes. We denote

the set of keys recovered by the adversary in capturing the

subset C as KC ¼
S
i2N Ki. If a message traverses a link

which is secured by keys in KC, the security of the message

is compromised. The compromise of individual links in the

network, with respect to the network and routing models in

Section 2, is defined as follows:

Definition 5. The link ði; jÞ 2 L or ðs; dÞ 2 T is compromised if

and only if Kij � KC or KEsd � KC, respectively, and the set of

all compromised links is denoted LC � L [ T .

Using Definition 5, we further define the compromise of

paths and message routes as follows:

Definition 6. The path � 2 Rsd is compromised if and only if

ðs; dÞ 2 LC and there is at least one link ði; jÞ in � for which

ði; jÞ 2 LC.

Note that the inclusion of the end-to-end link ðs; dÞ in the

requirement for path compromise indicates that any

message traversing a compromised path can be eaves-

dropped or modified by the adversary.
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Definition 7. The routeRsd for ðs; dÞ 2 T is compromised if and
only if every path � 2 Rsd is compromised.

Using Definition 7, an adversary can compute the
fraction of target routes compromised due to the capture
of a set of nodes C. However, this evaluation does not
provide the adversary with a method for selection of the
set C. Furthermore, the fraction of compromised target
routes does not provide any indication of the contribution
of nodes in C toward the future compromise of additional
routes, as the compromise of a route is a binary event.

To adequately capture the progression toward the
compromise of additional routes, we introduce the metric
of route vulnerability VsdðCÞ as defined by the following
RVM class.

Definition 8. The route vulnerability VsdðCÞ of the route Rsd

due to the capture of nodes in C is defined as any of the class of
functions mapping into the unit interval ½0; 1� such that

1. Vsdð;Þ ¼ 0, where ; is the empty set,
2. VsdðCÞ ¼ 1 if and only ifRsd is compromised when C is

captured, and
3. 0 < VsdðCÞ < 1 if and only if Rsd is not compromised

when C is captured but C contributes to the weakening
of the security of at least one link in the route Rsd.

The class of RVMs thus relaxes the binary notion of route
compromise to a continuous measure of the progress of the
attack and allows for comparison of partial compromise by
different sets C1 and C2 of captured nodes.

3.2 Node Capture Attack Formulation

For any RVM realization satisfying the conditions of
Definition 8, we devise a node capture strategy that
maximizes the progression toward the goal of compromis-
ing all routes Rsd for ðs; dÞ 2 T A. The choice of subset C
requiring the minimum resource expenditure is thus given
by the following minimum cost node capture problem.

Problem: Minimum Cost Node Capture Attack

Given: Li, wi for i 2 N , Rsd for ðs; dÞ 2 T A
Find: C � N
such that

P
i2C
wi is minimized

and VsdðCÞ ¼ 1 for all ðs; dÞ 2 T A.

In general, based on Definition 6 of path compromise, the
metric VsdðCÞ is nonlinear in the entries of C. Hence, the
minimum cost node capture attack above is a nonlinear
integer programming minimization problem, known to be
NP-hard [10], [19]. We thus propose the use of a greedy
heuristic that iteratively adds nodes to C based on
maximizing the increase in route vulnerability VsdðCÞ at
each step. The heuristic is thus similar to a known greedy
heuristic for set covering [20] and linear integer program-
ming [19]. However, due to the nonlinearity in VsdðCÞ, the
worst-case performance of the greedy heuristic cannot be
analyzed using the ratio-bound analysis in [10], [19], [20]
and is left as an open problem.

To maximize the route vulnerability VsdðCÞ with mini-
mum resource expenditure, it is beneficial to the adversary
to attempt to maximize the vulnerability resulting from the
capture of each individual node using the information

recovered from previously captured nodes. The contribu-
tion of a node i is thus given by the increase in route
vulnerability VsdðC [ figÞ � VsdðCÞ due to the addition of i
to C. Allowing for an additional weight �sd to indicate the
adversary’s preference to compromise the route Rsd over
other routes, the value of each node i is defined as follows:

Definition 9. The individual incremental node value of
adding node i 2 N to C is defined as

�iðCÞ ¼
X

ðs;dÞ2T A
�sd Vsd C [ figð Þ � VsdðCÞð Þ

for any route vulnerability function VsdðCÞ satisfying the
conditions in Definition 8.

To maximize the cost effectiveness of the node capture
attack at each iteration, the adversary chooses to capture the
node with maximum incremental value per unit cost
�iðCÞ=wi. Based on this greedy approach, we propose the
GNAVE algorithm as follows:

GNAVE Algorithm

Given: Li, wi for i 2 N , Rsd for ðs; dÞ 2 T A
C  ;
while there exists ðs; dÞ 2 T A with VsdðCÞ < 1 do

i�  argmax
i2N

�iðCÞ=wi
C  C [ fi�g

end while

We note that the GNAVE algorithm being greedy implies
that the attack performance depends only on the order of
the weighted node values �iðCÞ=wi for the nodes N n C. In
order to illustrate the effect of node capture attacks using
the GNAVE algorithm, we next provide candidate realiza-
tions of the RVM VsdðCÞ.

4 RVM REALIZATIONS

In this section, we propose two RVM realizations satisfying
the conditions in Definition 8, noting that there is a high
degree of freedom in the given conditions. We present each
RVM realization for each of the routing protocol classes
discussed in Section 2.1, hereafter denoting the route
vulnerability for independent and dependent path routing
protocols as V I

sdðCÞ and V D
sd ðCÞ, respectively. The definitions

presented in this section are derived using the following
necessary and sufficient condition for the compromise of a
route Rsd with respect to the edge cuts [10] of the route
subgraph Gsd.

Theorem 1. The route Rsd is compromised if and only if the set
LC of compromised links contains at least one ðs; dÞ edge cut of
the route subgraph Gsd as a subset.

Proof. To prove the forward implication, suppose that
Rsd is compromised. By Definitions 6 and 7, there is
at least one compromised link ði�; j�Þ in each path
� 2 Rsd and the end-to-end link ðs; dÞ is compromised.
Let Lcut ¼ fði�; j�Þ : � 2 Rsdg � LC. Since each path �
traverses at least one edge in Lcut, Lcut [ fðs; dÞg is an
edge cut of Gsd.

To prove the reverse implication, let Lcut be an edge
cut of Gsd. By the definition of an edge cut, ðs; dÞ 2 Lcut
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and each path � from s to d in Gsd traverses at least one
link in Lcut. Hence, by Definition 6, every path � in Rsd is
compromised, implying by Definition 7 that the route
itself is compromised. tu

Theorem 1 thus implies that the task of compromising

each route ðs; dÞ 2 T A is equivalent to capturing a set of

nodes C leading to the compromise of an edge cut of Gsd.

We thus formulate two RVM realizations using the proper-

ties of edge cuts of Gsd.

4.1 Set Theoretic Version of RVM

We formulate a set theoretic RVM realization VsdðCÞSET by

interpreting the properties of edge cuts of Gsd set

theoretically. From Theorem 1, the existence of a compro-

mised edge cut set Lcut � LC of the route subgraph Gsd

implies that the route Rsd is compromised. In terms of the

set KC of compromised keys, a necessary and sufficient

condition for LC to contain an edge cut set of Gsd is

Ksd � KC and 8� 2 Rsd; 9ði; jÞ 2 �;Kij � KC:

Letting 1ð�Þ denote the binary indicator function of a

specified event, Theorem 1 thus implies that the first two

conditions of Definition 8 can be satisfied by defining a

binary RVM equal to

1 Ksd � KCð Þ
Y
�2Rsd

1�
Y
ði;jÞ2�

1� 1 Kij � KC
� �� �0

@
1
A: ð1Þ

However, this function does not satisfy the third condition

of Definition 8 as the resulting function does not take

continuous values between 0 and 1.
The above formulation provides insight into the route

vulnerability, however, suggesting that a valid RVM can be

obtained with minor modifications. First, to ensure that any

compromised path is accounted for in the vulnerability

evaluation, the product over all paths inRsd can be replaced

by a weighted summation over the corresponding paths,

including the secure end-to-end link ðs; dÞ as a single-hop

path. We denote the relative weight assigned to the secure

end-to-end link ðs; dÞ as fsd with the assumption that fsd > 0

is allowed to vary arbitrarily when the additional end-to-

end secure link is used and that fsd ¼ 0 otherwise, thus

impacting the choice of captured nodes. We relax the binary

condition imposed by the indicator function 1ðKij � KCÞ by

the function �ijðCÞ equal to the fraction of keys in Kij that

are contained in KC, given by

�ijðCÞ ¼
jKij\KCj
jKij j ; if Kij 6¼ ;;

1; otherwise

(
ð2Þ

for links in L and

�sdðCÞ ¼
jKEsd\KCj
jKEsdj

; if KEsd 6¼ ;;
1; otherwise

(
ð3Þ

for the secure end-to-end link ðs; dÞ. Applying this relaxa-

tion to the right-hand side of (1) thus yields the following

RVMs for independent and dependent path routing

protocols, which vary only in the weighting of individual
paths in Rsd.

For independent path routing protocols, the compromise

of an individual path � 2 Rsd is sufficient to allow the

adversary to recover a fraction f� of the traffic from s to d.

Applying the continuous relaxation to the right-hand side

of (1) for each single path route in Rsd and summing over

the single path routes with corresponding weights f�,

including the end-to-end link ðs; dÞ with weight fsd, yields

the RVM for independent path routing protocols as

V I
sdðCÞSET ¼

fsd�sdðCÞ þ 1

1þ fsd

�
X
�2Rsd

f�
1þ fsd

Y
ði;jÞ2�

1� �ijðCÞ
� �

:
ð4Þ

For dependent path routing protocols, even though the

compromise of an individual path does not reveal any

information to the adversary, it brings the adversary closer

to compromising the route. Hence, we obtain the corre-

sponding RVM by applying the continuous relaxation to the

right-hand side of (1) and summing over the equally

weighted single path routes, including the end-to-end link

ðs; dÞ with weight fsd, yielding

V D
sd ðCÞSET ¼

fsd�sdðCÞ þ 1

1þ fsd
� 1

jRsdjð1þ fsdÞ
X
�2Rsd

Y
ði;jÞ2�

1� �ijðCÞ
� �

:
ð5Þ

The set theoretic formulation of the RVM VsdðCÞSET in

this section is derived by explicitly analyzing the necessary

condition for the existence of an edge cut of Gsd. In what

follows, we provide an alternate approach which jointly

considers all edge cuts of Gsd.

4.2 Circuit Theoretic Version of RVM

We formulate a circuit theoretic RVM realization VsdðCÞCIR

which jointly considers all edge cuts of Gsd using duality

properties of planar graphs and electric circuits. As a basis

of the formulation, we first outline a mapping between edge

cuts of Gsd and current flowing through a corresponding

electric circuit Esd.

4.2.1 Mapping Edge Cuts to Current Flow When Gsd Is a

Planar Graph

We provide a mapping between the joint evaluation of all

edge cuts of the route subgraph Gsd and the resistance of an

electric circuit when Gsd is a planar graph [21], i.e., it is

possible to draw Gsd with no edges intersecting. The

mapping is formulated by mapping a single edge cut Lcut

of Gsd to a single current path through an electric circuit Esd.
Fig. 1 provides an illustration of each step of the mapping.

Step 1. The edge cut Lcut is mapped to a continuous,

directed curve zL which crosses Gsd [21], crossing the edges

in Lcut in a direction perpendicular to each edge. Since the

graph Gsd is directed, the edge ði; jÞ only appears in the

edge cut Lcut if i is on the source-side of the cut and j is on

the destination-side of the cut. As an example, consider the
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edge cut L ¼ fðs; dÞ; ðs; 1Þ; ð4; dÞg of Gsd in Fig. 1a. If the
direction of the edge (1, 4) is ignored, L is no longer an edge
cut, as the path fðs; 2Þ; ð2; 4Þ; ð4; 1Þ; ð1; 3Þ; ð3; dÞg is not
compromised. The edge cut Lcut in Fig. 1a is thus mapped
to the curve zL in Fig. 1b.

Step 2. The curve zL crossing Gsd is mapped to a wire
carrying electric current from the starting point p0 to the
ending point p1. To represent the cost associated with the
capture of nodes in C to compromise the edge cut Lcut, a
resistor of resistance RCði; jÞ is inserted at the point in the
wire where the curve zL crosses the edge ði; jÞ 2 Lcut. To
maintain edge directionality, an ideal diode is inserted in
parallel with the resistor to zero the resistance in the
opposite direction. The curve zL in Fig. 1b is thus mapped to
the resistive current path from p0 to p1 in Fig. 1c.

Step 3. The resistive current paths corresponding to the
edge cuts Lcut of the graph Gsd are then combined into an
electric circuit Esd with a resistor of resistance RCði; jÞ and
the corresponding diode corresponding to each edge ði; jÞ
in Gsd. The route subgraph Gsd in Fig. 1a is thus mapped to
the circuit Esd in Fig. 1d, consisting of the composition of all
current paths from p0 to p1 that cross Gsd. The resistance to
the current along each current path in Esd corresponds to
the difficulty faced in compromising the corresponding
edge cut, so the equivalent resistance of Esd is proportional
to the strength of the message security for the route Rsd.

By construction, the underlying graph structure of the
circuit Esd is related to the graph Gsd using the planar dual
[21], with an auxiliary edge ðd; sÞ to close the directed
network flow. Hence, the mapping provides a one-to-one
correspondence between the directed edges in Gsd and the
resistor-diode pairs in Esd, implying that the circuit Esd can
be constructed from the route subgraph Gsd without
explicitly computing the edge cuts of Gsd.

4.2.2 Mapping Edge Cuts to Current Flow When Gsd Is a

Nonplanar Graph

We provide a mapping between the joint evaluation of all
edge cuts of the route subgraph Gsd and the resistance of an
electric circuit when Gsd is not a planar graph.

We construct a second electric circuit E�sd using duality
properties of electric circuits [22] which state that the
behavior of circuit elements in one circuit mirror that of the
corresponding elements of the dual circuit. The dual
circuit E�sd is constructed from Esd by replacing series

connections with parallel connections, replacing current
loops with voltage nodes, replacing impedance quantities
with admittance quantities, and vice versa. As shown in [22],
once the dual circuitE�sd is constructed, properties ofEsd can be
observed by transforming the corresponding properties of
the dual circuit E�sd. In particular, the effective resistance of
Esd is equal to the inverse of the effective resistance of E�sd.

We note that the aforementioned interchange of current

loops and voltage nodes implies that the underlying graphs

of the dual circuits Esd and E�sd are planar duals of each

other. Since the planar dual of the graph corresponding to

Esd is the route subgraph, Gsd, the dual circuit E�sd can be

constructed directly from Gsd by replacing each directed

edge in Gsd with a resistor and diode in series. Using circuit

duality, the resistance of the resistor in E�sd corresponding to

the edge ði; jÞ in Gsd is labeled with the resistance RCði; jÞ�1.

Moreover, the inverse of the equivalent resistance of the

dual circuit E�sd is equal to the equivalent resistance of the

circuit Esd. To illustrate the dual circuit construction, we

provide Fig. 2 as the dual E�sd corresponding to the

nonplanar graph obtained by adding the edge (2, 3) to the

graph Gsd in Fig. 1a.
Since E�sd is constructed directly from Gsd, this technique

does not rely on the planarity of Gsd, thus providing an

extension to nonplanar route subgraphs. Given the above

mapping, we next show how the equivalent resistances of

the circuit Esd and the dual circuit E�sd can be used to define

the route vulnerability VsdðCÞCIR.
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Fig. 1. The mapping from an edge cut Lcut of the route subgraph Gsd to a current path through the electric circuit Esd is illustrated. (a) An edge cut Lcut

of the route subgraph Gsd is illustrated. (b) The edge cut is mapped to curve zL directed from p0 to p1 and crossing the edges in Lcut. (c) The curve zL
is replaced by a wire, and a resistor-diode pair is inserted at each point where the curve zL crosses an edge in Gsd. (d) The circuit Esd is illustrated by

combining the wires and resistors for each possible edge cut Lcut. The diode in parallel with each resistor accounts for the orientation of edges in Gsd.

Fig. 2. The route subgraph Gsd in Fig. 1a is made nonplanar by adding

the edge (2, 3). The dual circuit E�sd corresponding to Gsd is illustrated.

Note that the parallel resistor-diode pair in Esd is transformed to a series

resistor-diode pair in E�sd.



4.2.3 Evaluating Vulnerability with Circuit Analysis

We provide a definition for the route vulnerability VsdðCÞCIR
using the circuit theoretic mappings in Sections 4.2.1 and
4.2.2. We first provide a definition of the resistance values
RCði; jÞ used in the circuits Esd and E�sd with respect to the
key assignment parameters in Section 2.2.

Definition 10. The link resistance RCði; jÞ of the resistors in
Esd and E�sd is equal to the number of keys securing the link
ði; jÞ that are not compromised, given by

RCði; jÞ ¼ jKij n KCj

for links in L and

RCðs; dÞ ¼ jKEsd n KCj

for the secure end-to-end link ðs; dÞ.

We note that the link resistance values are a measure of
the residual security of individual links to the capture of
nodes in C. The following definition extends this concept to
the entire route subgraph Gsd.

Definition 11. The route resistance RCðRsdÞ, quantifying the
resilience of the route Rsd to the capture of nodes in C, is
defined as the inverse of the equivalent resistance of the dual
circuit E�sd. By the duality property, RCðRsdÞ is equal to the
equivalent resistance of the circuit Esd when Gsd is planar.

We note that the link resistance is a function only of the
key assignment protocol, while the route resistance is a
function of both the key assignment and routing protocols.

We next define the route vulnerability VsdðCÞCIR as a
function of the route resistance RCðRsdÞ. Since the overall
resistances of the circuits Esd and E�sd are, respectively,
inversely and directly proportional to the adversary’s ability
to compromise the route Rsd, the route vulnerability is
defined to be proportional to the inverse ð1þRCðRsdÞÞ�1,
scaled by a function of the initial condition R;ðRsdÞ to
satisfy the two boundary conditions in Definition 8. Since
the link and route resistances decrease as C increases in size,
the route vulnerability increases continuously, satisfying the
third condition of Definition 8.

For independent path routing, the subgraph Gsd can be
decomposed into individual single-path routes. For each
path � 2 Rsd, the circuit mapping using the planar dual in
Section 4.2.1 can be applied to the single-path route f�g.
As illustrated in Fig. 3, the equivalent resistance RCðf�gÞ
of the single-path route f�g is equal to that of a parallel

combination of link resistors RCði; jÞ plus the series link
resistor RCðs; dÞ for the end-to-end secure link ðs; dÞ,
given by

RC f�gð Þ ¼ RCðs; dÞ þ
X
ði;jÞ2�

RCði; jÞ�1

0
@

1
A�1

: ð6Þ

As in Section 4.1, the route vulnerability is given by the
weighted sum of the vulnerability for the single path routes,
yielding

V I
sdðCÞCIR ¼

X
�2Rsd

f�
R; f�gð Þ

1þR; f�gð Þ
1þRC f�gð Þ � 1

� �
: ð7Þ

For dependent path routing, the entire route subgraph
Gsd is considered in the evaluation of the route resistance
RCðRsdÞ, yielding

V D
sd ðCÞCIR ¼

1

R; Rsdð Þ
1þR; Rsdð Þ
1þRC Rsdð Þ � 1

� �
: ð8Þ

4.3 Comparison of RVM Realizations

We provide a pair of examples to illustrate cases in which
the RVMs in Sections 4.1 and 4.2 are evaluated using the
provided definitions. Each of the examples demonstrates a
scenario where one metric provides more information to the
adversary in choosing which nodes to capture. Both
examples are presented using the network illustrated in
Fig. 4 for a source s and destination d with intermediate
nodes m1 and m2. The number of shared keys for each link
is illustrated in Fig. 4, and the costs to capture s, m1, m2, and
d are assumed to be infinity. The other nodes present in the
network have unit cost to capture and are of two types,
represented by nodes n1 and n2, and the adversary must
choose between n1 and n2 by computing the node values
�n1
ð;Þ and �n2

ð;Þ using Definition 9. For each example, the
node value is computed using both the set and circuit
theoretic RVM realizations.

For the first example, we consider a single two-hop
path through an intermediate node m2, ignoring the
path through m1. Suppose that jKsm2

\ Kn1
j ¼ 2 and

jKm2d \ Kn2
j ¼ 1. The node values �n1

ð;Þ and �n2
ð;Þ are

computed using the set theoretic RVM given by (4) and the
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Fig. 3. The resistance RCðf�gÞ of the single path route � is given by (6)

as the equivalent resistance of the parallel resistors RCði; jÞ added to the

link resistance of the end-to-end secure link ðs; dÞ.

Fig. 4. We consider two examples using the illustrated network with

source s, intermediate nodes m1 and m2, and destination d. Each link is

labeled with the number of keys securing the link.



circuit theoretic RVM given by (7), and the results are given
in the second and third columns of Table 2.

For the second example, we consider two dependent
paths �1 and �2 traversing intermediate nodes m1 and
m2, respectively. Suppose that jKsm2

\ Kn1
j ¼ 3, jKsm1

\
Kn2
j ¼ 2, jKm1d \ Kn2

j ¼ 1, and the remaining intersection
sets are empty. The node values �n1

ð;Þ and �n2
ð;Þ are

computed using the set theoretic RVM given by (5) and
the circuit theoretic RVM given by (8), and the results are
given in the fourth and fifth columns of Table 2.

The two examples using the network in Fig. 4 and the
corresponding node values in Table 2 illustrate that each
of the set and circuit theoretic RVMs can lead to ties in
node value. If the use of one metric yields a tie, the other
metric can be evaluated as a tiebreaker. Hence, the two
metrics are complementary in the evaluation of route
vulnerability.

5 UNCERTAINTY IN RVM PARAMETERS DUE TO

PRIVACY-PRESERVING SET INTERSECTION

In order for an adversary to mount a node capture
attack using the GNAVE algorithm, the contribution
VsdðC [ fngÞ � VsdðCÞ to the incremental node value �nðCÞ
of node n 2 N must be computed using Definition 9
with an RVM realization that satisfies Definition 8. Both
the set and circuit theoretic RVM realizations in Section 4
require the adversary to compute the quantities jKijj and
jKij \ KCj for each link ði; jÞ in the route Rsd. As proven
in [4], the set Ki \ KC can be computed for any i 2 N by
the adversary with captured nodes C. Hence, the
quantity jKij \ KCj can always be computed using the
equality

Kij \ KC ¼ ðKi \ KCÞ \ ðKj \ KCÞ:

However, if the network nodes in N are using a privacy-
preserving set intersection protocol according to Definition 4,
the quantity jKijj cannot be computed deterministically. We
thus demonstrate how this required quantity can be
estimated probabilistically. In what follows, we assume that
each set Ki is randomly and independently selected from K
as in [3] and that the quantities ki ¼ jKij and k ¼ jKj are
publicly known.

A probabilistic estimate k̂ij of the quantity jKijj can be

computed using the probability distribution Pr½jKijj ¼ kij�
using the known parameters kiC ¼ jKi \ KCj, kjC ¼ jKj \ KCj,
and kijC ¼ jKij \ KCj. This probability is exactly the prob-

ability that ðkij � kijCÞ of the ðki � kiCÞ keys in Ki not known

to the adversary are equal to ðkij � kijCÞ of the ðkj � kjCÞ keys

in Kj not known to the adversary. Letting kC ¼ jKCj, the

desired probability can be computed as

Pr jKijj ¼ kij
� �

¼
kj � kjC
kij � kijC

� �
ki � kiC
k� kC

� �kij�kijC

� 1� ki � kiC
k� kC

� �kj�kjC�kijþkijC ð9Þ

for kij ¼ kijC; . . . ; kj � kjC þ kijC.
We compute the estimate k̂ij as the expected value of

jKijj, conditioned on the fact that jKijj > kijC since jKijj is

only unknown if kj > kjC. The estimate k̂ij is thus computed

as the expected value of the random variable with

probability distribution Pr½jKijj ¼ kij�=Pr½jKijj > kijC�, sub-

ject to jKijj > kijC, using (9), yielding

k̂ij ¼ kijC þ
ðki � kiCÞðkj � kjCÞ

ðk� kCÞ 1� 1� ki�kiC
k�kC

� 	kj�kjC� � : ð10Þ

The estimate k̂ij of jKijj using (10) can then be used to

estimate the route vulnerability VsdðCÞ. However, in order to

estimate the incremental node value �nðCÞ of each node

n 2 N n C, the route vulnerability VsdðC [ fngÞ must also be

estimated, where the union KC[fng cannot be computed

deterministically.
We note that for any i, j, n 2 N , the number of keys

securing the link ði; jÞ if n is added to C is given by

jKij n KC[fngj ¼ jKijj � jKij \ ðKC [ KnÞj
¼ jKijj � jKij \ KCj
� jKij \ Knj þ jKij \ Kn \ KCj:

ð11Þ

Since the quantities kijC ¼ jKij \ KCj and kijnC ¼ jKij \ Kn \
KCj are known, and an estimate k̂ij of jKijj has already been

computed in (10), the remaining quantity to estimate is

jKij \ Knj. We let QðkijnÞ denote the probability Pr½jKij \
Knj ¼ kijn� and QðkijnjkijÞ denote the similar probability

conditioned on the event that jKijj ¼ kij, computed as

QðkijnÞ ¼
Xkj�kjCþkijC

kij¼kijC
QðkijnjkijÞPr½jKijj ¼ kij�: ð12Þ

Similar to the computation in (9), the conditional probability
QðkijnjkijÞ is computed as

QðkijnjkijÞ ¼
kn � knC
kijn

� �
kij � kijC
k� kC

� �kijn

� 1� kij � kijC
k� kC

� �kn�knC�kijn
:

ð13Þ

An estimate k̂ijn of jKij \ Knj is computed conditioned on

the event that jKijj > kijC as before. The estimate k̂ijn is thus

computed as the expected value of the random variable
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TABLE 2
The Route Vulnerability is Compared for the Two Examples

Using the Network in Fig. 4 Using the Set and
Circuit Theoretic RVM Realizations



with probability distribution QðkijnÞ=Pr½jKijj > kijC�, subject

to kij > kijC, using (9), (12), and (13) yielding

k̂ijn ¼
Xkn�knC
kijn¼0

kijn
Pkj�kjCþkijC

kij¼kijCþ1

QðkijnjkijÞPr½jKijj ¼ kij�

Pr½jKijj > kijC�

¼
Xkj�kjCþkijC

kij¼kijCþ1

Pr½jKijj ¼ kij�
Pr½jKijj > kijC�

Xkn�knC
kijn¼0

kijnQðkijnjkijÞ

¼ kn � knC
k� kC

Xkj�kjCþkijC

kij¼kijCþ1

Pr½jKijj ¼ kij�ðkij � kijCÞ
Pr½jKijj > kijC�

¼ ðkn � knCÞðk̂ij � kijCÞ
k� kC

;

ð14Þ

where k̂ij is the estimate given in (10).

The estimates k̂ij and k̂ijn are then used to estimate the

incremental node value �nðCÞ of each node n 2 N n C using

Definition 9 with the corresponding route vulnerability

definitions in Section 4. We note that the contribution of a

node toward the compromise of a link, path, or route is

deterministic if the captured node is incident to the link,

path, or route of interest. Hence, at early stages of the attack,

it is likely that captured nodes will be located along paths

from source nodes to destination nodes. The adversary will,

however, learn significantly more information about the

remainder of the network by capturing one node at a time

using the GNAVE algorithm with the vulnerability esti-

mates obtained herein.

6 EXAMPLES AND SIMULATION STUDY

In this section, we illustrate the application of the RVM VsdðCÞ
and the GNAVE algorithm. We first present two small-scale

examples using independent and dependent path routing

and the set and circuit theoretic RVMs. We then provide

simulation results to illustrate the effect of node capture

attacks in a large-scale wireless network under various

different key assignment and routing models.

6.1 Example: Multipath Geographic Forwarding

We illustrate a node capture attack using the GNAVE

algorithm with the set and circuit theoretic RVMs presented

in Sections 4.1 and 4.2, respectively, for a wireless network

using multipath geographic forwarding. In this example, we

construct independent path routes using a multipath

geographic forwarding algorithm in which each node

forwards the corresponding message to the two next-hop

neighbors nearest the destination node, similar to the idea in

GBR [13]. We consider the network topology given in Fig. 5

with source-destination routing pairs T ¼ fðs1; d1Þ; ðs2; d2Þg.
The additional end-to-end security mechanism discussed in

Section 2.2 is used by each source-destination pair, and keys

are assigned to nodes in the network as follows:

To illustrate the security of each link using the assigned

keys above, we note that nodes s1 and m1 share keys

Ks1m1
¼ fk8; k10g, so the link ðs1;m1Þ is secure as long as

fk8; k10g 6� KC.
Assuming the messages traversing different paths

through the network are independently secured, the route

vulnerability of the two routes Rs1d1
and Rs2d2

can be

computed using (4) or (7) by individually considering the

four paths and the end-to-end secure link in each route.

The route vulnerabilities V I
sdðCÞSET and V I

sdðCÞCIR and the

corresponding node values �iðCÞSET and �iðCÞCIR computed

using Definition 9 are provided in Table 3. In computing the

node value and considering which nodes can appear in C,
we assume that the node capture cost wi for each source sj
and intermediate node mj is unity, while that of each

destination node is infinity.
To demonstrate the computation of quantities in Table 3,

we consider the source-destination pair ðs1; d1Þ in the
second column and compute the route vulnerability
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Fig. 5. Two sources s1 and s2 send messages to destinations d1 and
d2, respectively, using an independent path routing protocols based on
geographic forwarding to multiple next-hop neighbors. Each link ði; jÞ
is labeled with the number of shared keys jKijj. The end-to-end
secure links, not illustrated, have jKEs1d1

j ¼ 2 and jKEs2d2
j ¼ 2 shared

keys each.

TABLE 3
Route Vulnerabilities and Node Values are Computed for the

Set and Circuit Theoretic RVMs for the Network in Fig. 5,
Rounding Each Quantity to the Nearest 0.001



resulting from the capture of node m4. The route Rs1d1

consists of four independent paths:

�1 ¼ ðs1;m1Þ; ðm1;m2Þ; ðm2; d1Þf g;
�2 ¼ ðs1;m1Þ; ðm1;m4Þ; ðm4; d1Þf g;
�3 ¼ ðs1;m3Þ; ðm3;m2Þ; ðm2; d1Þf g;
�4 ¼ ðs1;m3Þ; ðm3;m4Þ; ðm4; d1Þf g;

each corresponding to an independent single-path route.
We assume that f�i ¼ fs1d1

¼ 1=4.
To compute the set theoretic vulnerability V I

s1d1
ðfm4gÞSET

using Fig. 5, we first compute �s1d1
ðfm4gÞ as 1/2, the

� values for path �1 as 1/2, 1/2, and 1/2, the � values for
path �2 as 1/2, 1, and 1, the � values for path �3 as 0, 0, and
1/2, and the � values for path �4 as 0, 1, and 1, implying that
paths �2 and �4 are compromised. From (4), the vulnerability
is computed as V I

s1d1
ðfm4gÞSET ¼ 31=40 ¼ 0:775, as indicated

in Table 3.

To compute the circuit theoretic vulnerability

V I
s1d1
ðfm4gÞCIR, we first compute the initial resistances

R;ðf�igÞ for each of the four paths, noting that �1 and �3

each consist of three links with link resistance 2, while �2 and

�4 each consist of two links with link resistance 2 and one

with link resistance 1. Hence, the resistance values of the four

paths are computed using (6), including the end-to-end link

of resistance R;ðs1; d1Þ¼2, as R;ðf�1gÞ¼R;ðf�3gÞ¼8=3,

R;ðf�2gÞ¼ R;ðf�4gÞ ¼ 5=2. When C ¼ fm4g, the l ink

resistance values become 1, 1, and 1 for �1, 1, 0, and 0 for

�2, 2, 2, and 1 for �3, and 2, 0, and 0 for �4. The updated

resistance values of the four paths are computed using (6),

including the updated end-to-end link of resistance

Rfm4gðs1; d1Þ¼1 as Rfm4gð�1Þ¼4=3, Rfm4gð�2Þ¼Rfm4gð�4Þ¼1,

andRfm4gð�3Þ ¼ 3=2. From (7), the vulnerability is computed

as V I
s1d1
ðfm4gÞCIR ¼ 277=1;120 	 0:247, as indicated in

Table 3.
As indicated in Table 3, the first node added to C using

the GNAVE algorithm under both the set and circuit
theoretic vulnerability functions is node m4.

6.2 Example: Distributed Data Access Using
Network Coding

We illustrate a node capture attack using the GNAVE
algorithm with the set and circuit theoretic RVMs presented
in Sections 4.1 and 4.2, respectively, for a network with

three sources sending the same set of messages using
network coding. In this example, we construct dependent
path routes using a randomized network coding algorithm
[16] in which each node forwards a different linear
combination of previously received messages in the same
message batch along each secure link. We consider the
network topology given in Fig. 6 with keys assigned to
nodes in the network as follows:

Since network coding is used to construct each trans-
mitted packet as a function of the entire batch of messages,
packets traversing different paths are dependent, even
though links are independently secured. Furthermore, since
the three sources s1, s2, and s3 act as a single information
source, we can treat the message traversal through the
network as a single dependent route, effectively joining
the source nodes s1, s2, and s3 into a single source s. Hence,
the route vulnerability of the route Rsd can be computed
using (5) or (8). The route vulnerabilities V D

sd ðCÞSET and
V D
sd ðCÞCIR and the corresponding node values �iðCÞSET and
�iðCÞCIR computed using Definition 9 are provided in Table 4.
In computing the node value and considering which nodes
can appear in C, we assume that the node capture cost wi for
each intermediate node mj is unity, while that of each
source sj and the destination node d is infinity.

To demonstrate the computation of quantities in Table 4,
we evaluate the route vulnerability due to the capture of
node m6, which is the first node added to C using the
GNAVE algorithm under both the set and circuit theoretic
vulnerability functions. To compute the set theoretic
vulnerability V I

sdðfm6gÞSET for the network in Fig. 6, we
note that the route Rsd consists of eight paths

�1 ¼ ðs1;m3Þ; ðm3; dÞf g;
�2 ¼ ðs1;m5Þ; ðm5; dÞf g;
�3 ¼ ðs2;m4Þ; ðm4; dÞf g;
�4 ¼ ðs2;m6Þ; ðm6; dÞf g;
�5 ¼ ðs2;m1Þ; ðm1;m2Þ; ðm2; dÞf g;
�6 ¼ ðs2;m1Þ; ðm1;m3Þ; ðm3; dÞf g;
�7 ¼ ðs2;m1Þ; ðm1;m6Þ; ðm6; dÞf g;
�8 ¼ ðs3; dÞf g;

where the end-to-end link ðs; dÞ is already included as the
path �8 joining s3 to d. By inspection of the collection of
paths and the keys assigned to each node, we compute the
� values for each path as 0 and 1 for �1, 1 and 0 for �2, 0
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Fig. 6. A destination node d receives messages from source nodes s1,

s2, and s3, with copies of the same data, using randomized network

coding. Each link ði; jÞ is labeled with the number of shared keys jKijj.

TABLE 4
Node Values, Equal to the Route Vulnerabilities, are Computed

for the Set and Circuit Theoretic RVMs for the Network in
Fig. 6, Rounding Each Quantity to the Nearest 0.001



and 0 for �3, 1 and 1 for �4, 0, 1/3, and 0 for �5, 0, 1, and
1 for �6, 0, 1, and 1 for �7, and 1 for �8. From (5) with
fsd ¼ 0, the vulnerability is computed as V D

sd ðfm6gÞSET ¼
19=24 	 0:792, as indicated in Table 4.

To compute the circuit theoretic vulnerability
V D
sd ðfm6gÞCIR, we first derive a formula to derive the route

resistance RCðRsdÞ as a function of the set of link resistance
values RCði; jÞ. Though the route subgraph Gsd in Fig. 6 is a
planar graph, we make use of the circuit dual technique
discussed in Section 4.2.2 for the purpose of illustration. We
first construct the dual circuit E�sd by replacing each edge in
Gsd by a series resistor-diode pair where the resistance is
equal to RCði; jÞ�1. The circuit is first simplified by
combining the three sources s1, s2, and s3 into a single
source s and rearranging the nodes and edges for clarity as
in Fig. 7. The circuit is then simplified further by
interpreting the effect of the diodes in series with the link
resistors, as illustrated in Fig. 8. The simplification is
described as follows:

In order to determine the effect of the diodes in the

circuit E�sd, we consider the current flowing along each path.

The paths �2, �3, and �8 are disjoint from the remaining

paths, so the diodes have no effect and can be removed,

yielding paths of resistance ðRCðs1;m5Þ�1 þRCðm5; dÞ�1Þ,
ðRCðs2;m4Þ�1 þRCðm4; dÞ�1Þ, andRCðs3; dÞ�1, respectively. A

current flowing along the path �1 from node s1 reaches node

m3, seeing an infinite resistance in the direction of node m1

and a finite resistance to the destination d. The path �1 can

thus be separated as a disjoint path from s to dwith resistance

ðRCðs1;m1Þ�1 þRCðm1; dÞ�1Þ. The path �4 can similarly be

replaced by a disjoint path with resistance ðRCðs2;m6Þ�1 þ
RCðm6; dÞ�1Þ. A current flowing from s toward nodem1 is not

influenced by the diode in series with the resistance

RCðs2;m1Þ�1, so the diode can be removed. From node m1,

there are three disjoint paths to d, and the diodes in the

remaining paths can similarly be eliminated. The series

resistances of each of the three disjoint paths fromm1 to d can

then each be simplified, yielding three parallel resistors of

resistance ðRCðm1;m2Þ�1þRCðm2; dÞ�1Þ, ðRCðm1;m2Þ�1 þ
RCðm2; dÞ�1Þ, and ðRCðm1;m6Þ�1 þ RCðm6; dÞ�1Þ. The resis-

tive circuit resulting from these simplifications is illustrated

in Fig. 8. The equivalent resistance RCðRsdÞ�1 of the dual

circuit E�sd can thus be computed using standard equivalence

techniques for series and parallel resistance.
Substituting the corresponding inverse link resistance

values into the circuit in Fig. 8 and computing the inverse of
the equivalent resistance thus yields the route resistances
R;ðRsdÞ ¼ 443=98 and Rfm6gðRsdÞ ¼ 7=6. The route vulner-
ability is then computed using (8) as V D

sd ðfm5gÞCIR ¼
1;143=3;338 	 0:342, as indicated in Table 4.

6.3 Simulation Study: Wireless Sensor Network

We provide simulation results to illustrate a node capture
attack using the GNAVE algorithm using the circuit
theoretic RVM presented in Section 4.2. A similar study
can be performed for the set theoretic RVM presented in
Section 4.1. We compare the performance of the attack to
node capture attacks using existing node selection metrics.

The simulation was performed for a wireless sensor
network of jN j ¼ 500 sensor nodes deployed randomly
over a square region with density to yield an average of
25 neighbors per sensor node. Each node i 2 N was
randomly assigned a set of jKij ¼ 50 keys using key
predistribution as in [3]. A subset of jSj ¼ 100 nodes was
randomly selected as the set of source nodes, and a subset
of jDj ¼ 10 nodes was randomly selected as the set of
destination nodes. For each source s 2 S, the three nearest
destination nodes in D were chosen as route pairs
ðs; dÞ 2 T . Each route Rsd was constructed using geo-
graphic forwarding with a hop-count mechanism to avoid
routing loops and geographic dead ends due to holes [14].
For both independent and dependent path routing, each
node chose three next-hop neighbors closest to the
destination and with a lower or equal hop count. For
dependent path routing, we assume that any compromised
edge cut is sufficient to compromise the route.

We simulated the node capture attacks using multiple
strategies for both independent and dependent path
routing. We simulated secure link establishment using
public label exchange without end-to-end security, public
label exchange with end-to-end security, and privacy-
preserving set intersection without end-to-end security
using the estimation techniques in Section 5. Node capture
attacks on each case were simulated for the following five
node capture strategies:

1. Nodes are captured independently at random, ser-
ving as the baseline performance for the adversary.

2. Nodes are captured iteratively to maximize the
number of compromised keys jKCj by choosing the
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Fig. 7. The dual circuit E�sd corresponding to the network in Fig. 6 is

illustrated with the three sources s1, s2, and s3 combined into a single

source s.

Fig. 8. The circuit E�sd in Fig. 7 is simplified by interpreting the effect of the

series diodes and eliminating them from the circuit.



node i with maximum jKi n KCj at each iteration,
independent of the routing protocol. We note that
such an attack can be performed deterministically
under privacy-preserving protocols [4].

3. Nodes are captured iteratively to maximize the
number of compromised links jLCj by choosing the
node i which compromises the maximum number
of additional links, independent of the routing
protocol. Under privacy-preserving protocols, this
attack uses the estimation techniques in Section 5.

4. Nodes are captured iteratively to maximize the
amount of network traffic routed through captured
nodes, independent of the key assignment protocol.

5. Nodes are captured using the GNAVE algorithm
and the RVM V I

sdðCÞCIR or V D
sd ðCÞCIR, using informa-

tion from both the routing and key assignment
protocols.

Figs. 9 and 10 illustrate the node capture attacks on
independent and dependent path routing, respectively. In
each figure, we notice that the node capture attack using the
GNAVE algorithm outperforms the remaining attacks. The
inclusion of the end-to-end shared keys Ksd in Figs. 9b and
10b show a consistent decrease in the attack performance
for all attacks and all routing protocols due to the additional
secure end-to-end link that must be compromised in each
route. The addition of privacy-preserving set intersection
protocols in Figs. 9c and 10c illustrate the increased
uncertainty in route vulnerability which slightly degrades
the performance of the attack using the GNAVE algorithm

and the circuit theoretic vulnerability metric. In comparing
Figs. 9 and 10, we notice that the dependence of messages
traversing different paths displays a threshold behavior,
reducing the vulnerability of routes for small jCj, but only
slightly increasing the number of captured nodes jCj
required to compromise all traffic.

7 CONCLUSION

In this article, we investigated the problem of developing
new vulnerability metrics that improve the efficiency of
node capture attacks when the routing and key assignment
protocols used in a wireless network are jointly analyzed.
We proposed a class of route vulnerability metrics (RVMs)
to evaluate the effect of node capture attacks on secure
network traffic and developed two RVM realizations using
set and circuit theoretic interpretations of the compromise
of secure network traffic. We formulated the optimal node
capture attack using RVM evaluation as a nonlinear integer
programming minimization problem and presented the
GNAVE algorithm using a greedy heuristic to approximate
the NP-hard problem. We demonstrated a probabilistic
approach to estimate the route vulnerability when privacy-
preserving set intersection protocols are used to hide
information from the adversary. Finally, we illustrated
node capture attacks using the GNAVE algorithm and
compared the performance of the GNAVE algorithm with
previously proposed node capture strategies. We provided
simulation results to demonstrate the performance gains in
using the circuit theoretic RVM, noting that similar results
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Fig. 9. Node capture attacks using the five strategies are illustrated for a wireless sensor network of jN j ¼ 500 nodes for independent path routing

(a) without end-to-end security, (b) with end-to-end security, and (c) using a privacy-preserving set intersection protocol.

Fig. 10. Node capture attacks using the five strategies are illustrated for a wireless sensor network of jN j ¼ 500 nodes for dependent path routing

(a) without end-to-end security, (b) with end-to-end security, and (c) using a privacy-preserving set intersection protocol.



not included in this article have been obtained using the set
theoretic RVM. In the future, the node capture attack
framework proposed in this article will assist in the joint
design of key assignment and routing protocols for wireless
networks that are robust to node capture attacks.
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