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Abstract. We explore a new direction towards solving the identity authentication
problem in RFID systems. We break the RFID authentication process into two
main problems: message authentication and random number generation. For parties
equipped with a good source of randomness and a secure cryptographic primitive to
authenticate messages, the literature of cryptography is rich with well-studied solu-
tions for secure identity authentication. However, the two operations, random num-
ber generation and message authentication, can be expensive for low-cost RFID
tags. In this paper, we lay down the foundations of a new direction towards solving
these problems in RFID systems. We propose an unconditionally secure direction
for authenticating RFID systems. We use the fact that RFID readers are compu-
tationally powerful devices to design a protocol that allows RFID readers to de-
liver random numbers to RFID tags in an unconditionally secure manner. Then,
by taking advantage of the information-theoretic security of the transmitted mes-
sages, we develop a novel unconditionally secure message authentication code that
is computed with a single multiplication operation. The goal of this work is to bring
more research to the design of such unconditionally secure protocols, as opposed to
the computationally secure protocols that have been proposed extensively, for the
purpose of suiting the stringent computational capabilities of low-cost devices.
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Introduction

While mutual authentication is a well-studied problem in the cryptographic literature, it
becomes more challenging with the use of low-cost devices. Low-cost RFID tags, in par-
ticular, have limited computational capabilities that render them unable to perform so-
phisticated cryptographic operations. Hoping Moore’s law will eventually render RFID
tags computationally powerful, it might be tempting to consider the computational lim-
itations of low-cost tags a temporary problem. The cost of tags, however, will remain a
determining factor in the deployment of RFID systems in real life applications. When
RFID technology is to replace barcodes to identify individual items, RFID tags will sub-
stantially contribute to the cost of these products. Even when the price of tags that can
implement provably secure cryptography can be driven to 10 cents or less, it would still
be impractical to attach them to low-cost items, e.g., 50-cent or cheaper products. When
retailers are to choose between tags that can perform sophisticated cryptographic opera-
tions and cheaper tags that cannot, it seems inevitable that the cheaper tags will prevail.
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The problem of mutual authentication in RFID systems has been studied under dif-
ferent constraints. Juels and Pappu proposed the use of a public key cryptosystem to solve
the problem of consumer privacy in RFID banknotes [22]. Golle et al. [19] proposed
the universal re-encryption, where re-encryption of the ciphertext does not require the
knowledge of the corresponding public key. As public key proposals might be suitable
for some applications (e.g., banknotes [22], ePassports [4], credit cards [21], etc.), they
are impractical for low-cost RFID tags. Consequently, proposals based on the hardness
of breaking symmetric key primitives have been the most popular solution for RFID sys-
tems. Such solutions include the use of symmetric key encryption [13,14,12], pseudo-
random functions (PRF) [26,24], cryptographic hash functions [34,5,7,10,27], or other
NP-hard problems such as the linear parity with noise problem [23,16,9,8,28]. Although
computationally secure symmetric key solutions are usually less expensive than asym-
metric ones, they still require expensive operations and/or carefully designed iterations
of complicated operations.

In order to come up with cheaper solutions, lightweight protocols that are not based
on computational assumptions and require tags to perform only simple bitwise operations
have been proposed, e.g., in [33,29,30]. Such proposals, however, were not based on
rigorous security analysis and have been shown to have severe security flaws, see e.g.,
[25,17,1] for analysis of specific protocols. In fact, it has been shown in [2] that simple
bitwise operations cannot lead to secure authentication protocols.

As can be observed from the above examples, previous secure RFID protocols are all
computationally secure. Hoping to meet the limited computational capabilities of low-
cost tags, we start the search for unconditionally secure protocols for RFIDs. Uncon-
ditional security relies on the freshness of the keys rather than the hardness of solving
mathematical problems. Thus, an appropriately designed unconditionally secure protocol
will normally require less computational effort.

Contributions. We propose the first UnConditionally Secure mutual authentication
protocol for RFID systems (UCS-RFID). To minimize the computational effort on tags,
we develop an unconditionally secure method for delivering random number from RFID
readers to tags. Thus, allowing tags to benefit from the functionalities of random num-
bers without the hardware to generate them. Then, we take advantage of the secrecy of
exchanged messages to develop a novel unconditionally secure technique for message
authentication using only a single multiplication operation. Since modular multiplication
is the most expensive operation tags are to perform, we show, for completeness, a simple
modular multiplication algorithm that requires minimum circuitry.

The rest of the paper is organized as follows. In Section 1, we state our model as-
sumptions. In Section 2, we describe our UCS-RFID protocol. In Section 3, we ana-
lyze the security of our UCS-RFID, and conclude the paper in Section 4. The modular
multiplication algorithm is presented in the Appendix.

1. System Model

1.1. Computational Capabilities

We assume low-cost RFID tags identified via unique identifiers. Tags are assumed to be
capable of performing bitwise (XOR) operations, in addition to modular multiplication
and addition. RFID tags are not assumed to have the capability of performing traditional
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computationally-secure cryptographic primitives such as MACs, hash functions, random
numbers generations, etc.

RFID readers are powerful devices capable of performing sophisticated crypto-
graphic primitives. Readers are also assumed to be connected to the database via a secure
link (whether by establishing a secure wireless channel or using wired connection) in
order to retrieve information about tags. Addressing the security between RFID readers
and the database is beyond the scope of this paper.

1.2. Adversarial Model

We assume an adversary with a complete control over the communication channel. The
adversary can observe messages exchanged between readers and tags, initiate communi-
cation with a reader or a tag, modify message exchanged between the authorized reader
and tags in the system, block messages and replayed them later, and generate messages of
her own. We do not consider an adversary whose only goal is to jam the communication
channel.

The adversary is modeled as a polynomial-time algorithm. Similar to the adversarial
model proposed by Avoine in [3], given a tag T and a reader R, we assume that the
adversary has access to the following oracles:

• Send(R,m1, x2,m3): The adversary executes the protocol, acting as a tag. The
adversary sends m1 to identify itself to R; receives the reader’s response, x2;
and authenticate itself with m3(x2). This oracle models the adversary’s ability to
impersonate a tag in the system.

• Query(T, x1,m2, x3): The adversary acts as the reader in an instance of the pro-
tocol. The adversary interrogates T ; receives the tag’s response, x1; sends the
message m2(x1) to authenticate itself; and receives x3. This oracle models the
adversary’s ability to impersonate valid readers.

• Execute(T,R): The tag T and the reader R execute an instance of the protocol.
The adversary eavesdrops on the channel; this oracle models the adversary’s abil-
ity to monitor the channel between tag and reader.

Observe that in practical RFID systems, unlike the Send and Query oracles, the adver-
sary does not have complete control over the number of Execute oracles she can call on
a particular tag. This is due to the fact that the Execute oracle simulates a complete pro-
tocol run between authorized reader-tag pairs. Thus, unless the adversary is physically
capturing a tag, she does not have a complete control of when the tag is in the vicinity of
an authorized reader.

1.3. Security Model

Inspired by the work of Bellare and Rogaway in [6], we define honest protocol runs
as follows: A mutual authentication protocol run is said to be honest if the parties in-
volved in the protocol run use their shared key to exchange messages, and the messages
exchanged in the protocol run have been relayed faithfully (without modification).

Another term that will be used in the reminder of the paper is the definition of neg-
ligible functions. A function γ : N→ R is said to be negligible if for any nonzero poly-
nomial p, there exists N0 such that for all N > N0, |γ(N)| < 1/|p(N)|. That is, the
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function is said to be negligible if it converges to zero faster than the reciprocal of any
polynomial function [18].

We now provide a formal definition of secure mutual authentication for RFID sys-
tems.

Definition 1 A mutual authentication protocol for RFID systems is said to be secure if it
satisfies the following conditions:

1. No information about the secret keys of the RFID tag is revealed by observing
messages exchanged in protocol runs.

2. Honest protocol⇒ Authentication: if the protocol run is honest, the tag-reader
pair must authenticate each other with probability one.

3. Authentication ⇒ Honest protocol: the probability of authentication when the
protocol is not honest is negligible in the security parameter.

To model the adversary’s attempt to authenticate herself to a reader (tag), we propose
the following game between the challenger C (the RFID system) and an adversary A.

1. A signals C to begin the game.
2. C chooses a tag, T , at random, and a reader, R, and gives them to A.
3. A calls the oracles Query, Send, and Execute using T and R (this is the data

collecting phase).
4. A decides to stop and signals C to move on to the next phase.
5. A Send (Query) C as if it is a tag (reader) in the system (this is the actual attempt

to break the security of the system).
6. If A is authenticated as a valid tag (reader), A wins the game.

Definition 1 implies that the protocol achieves secure mutual authentication only if the
adversary’s probability of winning the game is negligible in the security parameter.

1.4. Preliminaries

The following notations will be adopted throughout the paper. For a finite integer p, Zp

will denote the finite integer ring with the usual addition and multiplication modulo p.
Z∗p will denote the multiplicative group modulo p; that is, the subset of Zp with elements
relatively prime to p. For the special case at which p is a prime integer, Z∗p will contain
all non-zero elements of Zp; that is, Z∗p = Zp\{0}. Z∗p and Zp\{0} will be used inter-
changeably to emphasize the multiplicative property or the exclusion of the zero element,
respectively. Throughout the rest of the paper, random variables will be represented by
bold font symbols, whereas the corresponding non-bold font symbols represent specific
values that can be taken by these random variables.

The following are two important properties of the integer ring Zp that will be used
in the security analysis of UCS-RFID.

Lemma 1 For any two integers α and β in Zp, if p is a prime integer and p divides αβ,
then one of the integers α and β must be the zero element in Zp. Formally, if p is a prime
integer, {αβ ≡ 0 mod p} implies that {α ≡ 0 OR β ≡ 0 mod p}.

Lemma 2 Let p be a prime integer. Then, given an integer k ∈ Z∗p, for an r uniformly
distributed over Zp, the value δ ≡ rk mod p is uniformly distributed over Zp.
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A ≡ n` + ka mod 2N

B ≡ n+ kb mod p
C ≡ n× kc mod p
D = n` ⊕ kd

Figure 1. A schematic of one instance of the protocol.

Lemma 1 states that, for a prime integer p, the ring Zp is an integral domain. Lemma 2
is a direct consequence of the fact that, for a prime integer p, the ring Zp is a field. One
more definition that is vital for this paper is the definition of Shannon’s perfect secrecy
[31].

Definition 2 (Perfect Secrecy [32]) For a plaintext m and its corresponding ciphertext
ϕ, the cipher is said to achieve perfect secrecy if Pr(m = m|ϕ = ϕ) = Pr(m = m) for
all plaintextm and all ciphertext ϕ. That is, the a posteriori probability that the plaintext
is m, given that the ciphertext ϕ is observed, is identical to the a priori probability that
the plaintext is m.

2. The proposed UCS-RFID Protocol

Based on pre-defined security requirements, a security parameter, N , is specified
and a 2N -bit prime integer, p, is chosen. Initially, each tag is loaded with an N -
bit long identifier, A(0), and a secret key composed of five subkeys, i.e., K(0) =

(k
(0)
a , k

(0)
b , k

(0)
c , k

(0)
d , k

(0)
u ). The length of ka and kd is N bits, while kb, kc, and ku are

2N -bit long. The subkeys, k(0)a and k(0)d , and the identifier, A(0), are drawn indepen-
dently and uniformly from Z2N ; k(0)b is drawn uniformly from Zp; while k(0)c and k(0)u

are drawn independently and uniformly from Z∗p. The subkeys ka, kb, kc, and kd will be
used to generate messages exchanged in protocol runs, while the sole purpose of ku is
for updating the secret keys to maintain certain properties (details are discussed later).

The security of the protocol relies on the reader’s ability to convey a random nonce
to the tag in an authenticated and secret manner. When an RFID reader interrogates a
tag within its communication range, the tag responds with its identifier, A. Once the tag
has been identified, the reader generates a 2N -bit long random nonce, n, and delivers it
to the tag. If the reader is authenticated successfully, the received n will be used by the
tag to authenticate itself to the valid reader.

For the rest of the paper, quantities involved in the generation of exchanged mes-
sages in different protocol runs will be differentiated by superscripts. When differen-
tiation between protocol runs is unnecessary, superscripts will be dropped for ease of
notation.The proposed UCS-RFID enables the mutual authentication between an RFID
reader and a tag by executing four phases: a tag identification phase, a reader authenti-
cation phase, a tag authentication phase, and a key updating phase. Figure 1 depicts a
single protocol run of the proposed UCS-RFID.
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2.1. Tag Identification Phase

In order to carry out the authentication process, the reader must identify the tag it is com-
municating with to access its key information.
Step 1. The reader announces its presence by broadcasting a “Hello” message.
Step 2. The tag responds to the “Hello” message by sending its current identifier, A.
Step 3. The reader looks up the database for the key K = (ka, kb, kc, kd, ku) corre-
sponding to the tag’s current identifier, A.1 If A is not recognized as a valid identifier,
the tag is rejected.

2.2. Reader Authentication Phase

This is one of the most important phases in the proposed protocol. In this phase, the
RFID reader authenticates itself to the tag by proving its knowledge of the tag’s subkeys
kb and kc. More importantly, the reader delivers a nonce, n, to the tag in an authenticated
and perfectly secret manner.
Step 4. The reader generates a 2N -bit random nonce, n, drawn uniformly from the mul-
tiplicative group Z∗p. We emphasize that n must be an unpredictable nonce; predictable
nonces such as time stamps do not induce the required randomness.
Step 5. With kb, kc, and n, the reader broadcasts two messages, B and C, generated
according to the following formulas:

B ≡ n+ kb mod p, (1)

C ≡ n× kc mod p. (2)

Step 6. Upon receiving B and C, the tag extracts n from message B and verifies its in-
tegrity using message C. The reader is authenticated if and only if the following integrity
check is satisfied,

(B − kb)× kc ≡ C mod p. (3)

2.3. Tag Authentication Phase

In the tag authentication phase, the tag is authenticated by its ability to extract the correct
nonce, n, and its knowledge of the secret key kd.
Step 7. If the reader failed the authentication process, the tag aborts the protocol. Other-
wise, the tag broadcasts message D, given by

D = n` ⊕ kd, (4)

where n` denotes the N most significant bits of n.
Step 8. Upon receiving D, the reader authenticates the tag by verifying that the received
D is equal to n` ⊕ kd. Otherwise, the tag is rejected.

1Database management is beyond of the scope of this paper.
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2.4. Key Update Phase

After a mutual authentication between the RFID reader and the tag is achieved, the pa-
rameters are updated at the database and the tag for the next mutual authentication run.
Step 9. The reader and the tag update the key, K, and the tag identifier, A. Let A(m),
k
(m)
i , and n(m) denote the identifierA, ki, and n used to execute themth protocol run; let
nr denotes the N least significant bits of n. Then, the parameters are updated as follows,

k(m+1)
a = n(m)

r ⊕ k(m)
a , (5)

k
(m+1)
b ≡ k(m)

u + (n(m) ⊕ k(m)
b ) mod p, (6)

k(m+1)
c ≡ k(m)

u × (n(m) ⊕ k(m)
c ) mod p, (7)

k
(m+1)
d = n(m)

r ⊕ k(m)
d , (8)

k(m+1)
u ≡ k(m)

u × n(m) mod p, (9)

A(m+1) ≡ n(m)
` + k(m+1)

a mod 2N . (10)

It is vital for the security of the protocol that the updated k(m+1)
b and k(m+1)

c remain
uniformly distributed over Zp and Zp\{0}, respectively. Here is where the updating key,
ku, comes to play. In addition to inducing a desired independence between messageB(m)

and the updated k(m+1)
b , and between message C(m) and the updated k(m+1)

c , observe
that, by Property 2, k(m)

u will always be uniformly distributed over Z∗p (since the initial

k
(0)
u is drawn uniformly from Z∗p and every generated nonce is a random element of

Z∗p). Therefore, k(m+1)
b is uniformly distributed over Zp. However, there is a possibility

that k(m+1)
c will be equal to zero; which will occur, with negligible probability, when

n(m) ⊕ k(m)
c is congruent to zero modulo p. In this case, n(m) ⊕ k(m)

c in equation (7)
is replaced with n(m) × k

(m)
c . Now, n(m) × k

(m)
c is guaranteed not to be congruent

to zero (by Property 1), which guarantees that k(m+1)
c is not zero. The reason for not

starting with n(m) × k(m)
c in the update equation of k(m+1)

c is that this is equal to C(m),
which will lead to revealing information about the nonce with the observation of multiple
consecutive protocol runs. With the update procedure described above, n(m)× k(m)

c will
be used for updating k(m+1)

c with negligible probability, and even when it is used, the
adversary can never know that it is being used. Therefore, without loss of generality, we
will assume for the rest of the paper that equation (7) always results in a k(m+1)

c that is
uniformly distributed over Zp\{0}.

3. Security Analysis

Before we show the security of our UCS-RFID, we will first prove our claims that, under
our adversarial model, the integrity of the delivered nonce, n, can be verified using a
single modular multiplication, and show that the random nonce is delivered to tags in an
unconditionally secure manner.
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3.1. Integrity of the Delivered Nonce

In this section, we will show how the integrity of the nonce, n, is preserved without re-
sorting to computationally secure cryptographic primitives. The integrity of the deliv-
ered nonce in our UCS-RFID is accomplished in a novel way, by taking advantage of the
properties of the integer field Zp, with only a single multiplication operation.

There are two cases to consider: modifying message B alone and modifying both
B and C in order to make the tag authenticate a false nonce. Modifying message C
alone, since its main purpose is to authenticate the received nonce, does not lead to the
extraction of a modified nonce.

Lemma 3 Given that kc is uniformly distributed over Zp\{0}, the probability of accept-
ing a modified nonce by a valid tag is at most 1/(p− 1).
Proof: Assume that message B has been modified to B′. This modification will lead
to the extraction of a nonce, n′, different than the authentic n generated by the reader;
that is, n′ ≡ B′ − kb mod p. Message C, however, is used to verify the integrity of the
extracted n′. Let n′ ≡ n + ε mod p; for some ε ∈ Zp\{0}. To be accepted by the tag,
n′ must satisfy the integrity check of equation (3). That is,

n′ × kc ≡ (n+ ε)× kc ≡ (n× kc) + (ε× kc)
?≡ C ≡ n× kc mod p. (11)

Clearly, the congruence in equation (11) will be satisfied only if ε × kc ≡ 0 mod p.
However, since kc is a nonzero element by design, and ε 6≡ 0 (since ε ≡ 0 implies
that n′ ≡ n mod p), Property 1 guarantees that ε × kc 6≡ 0 mod p. Therefore, the
congruence of equation (11) can never be satisfied, and any modification of message B
alone will be detected with probability one.

The second case to consider here is when both messages B and C are corrupted
simultaneously. Assume that message B has been modified so that the extracted nonce
becomes n′ ≡ n + ε mod p; for some ε ∈ Zp\{0}. Also, assume that message C
has been modified to C ′ ≡ C + δ mod p, for some δ ∈ Zp\{0}. The integrity of the
extracted n′ is verified using the received C ′ as follows:

C + δ ≡ C ′ ?≡ n′ × kc ≡ (n+ ε)× kc
≡ (n× kc) + (ε× kc) ≡ C + (ε× kc) mod p. (12)

Equivalently, the false n′ is accepted only if δ ≡ ε × kc. Since kc is unknown to the
adversary, for any fixed δ, by Property 2, there exists a unique ε ∈ Zp\{0} that satisfies
(12). Therefore, the probability of modifying both B and C in a way undetected by the
tag is at most 1/(p− 1) (equivalently, guessing the value of kc).

3.2. Secrecy of the Delivered Nonce

Before we show that the nonce is delivered to the tag in an unconditionally secure man-
ner, we need the following lemma.

Lemma 4 Given that the preloaded subkeys k(0)a , k(0)b , k(0)c , and k(0)d are mutually inde-
pendent, the subkeys k(m)

a , k(m)
b , k(m)

c , and k(m)
d at the mth protocol run are mutually

independent, for any m ∈ N.
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Proof: Let k(m)
a ,k

(m)
b ,k

(m)
c , and k

(m)
d be the random variables representing the sub-

keys involved in the generation of the messages exchanged between an authorized RFID
pair during the mth protocol run of our UCS-RFID. Then, for any k(1)a , k

(1)
b , k

(1)
c , and

k
(1)
d ,

Pr
(
k(1)
a = k(1)

a ,k
(1)
b = k

(1)
b ,k(1)

c = k(1)
c ,k

(1)
d = k

(1)
d

)
=
∑
n,ku

Pr
(
k(1)
a = k(1)

a ,k
(1)
b = k

(1)
b ,k(1)

c = k(1)
c ,k

(1)
d = k

(1)
d |n = n,ku = ku

)
· Pr

(
n = n,ku = ku

)
(13)

=
∑
n,ku

Pr
(
k(0)
a = k(1)

a ⊕ nr,k
(0)
b = (k

(1)
b − k(0)

u )⊕ n,k(0)
c = (k(1)

c × k(0)
u

−1
)⊕ n

,k
(0)
d = k

(1)
d ⊕ nr

)
· Pr

(
n = n,ku = ku

)
(14)

=
∑
n,ku

Pr
(
k(0)
a = k(1)

a ⊕ nr

)
· Pr

(
k
(0)
b = (k

(1)
b − k(0)

u )⊕ n
)

·Pr
(
k(0)
c = (k(1)

c × k(0)
u

−1
)⊕ n

)
· Pr

(
k
(0)
d = k

(1)
d ⊕ nr

)
· Pr

(
n = n,ku = ku

)
(15)

=
∑
n,ku

1

2N
· 1
p
· 1

p− 1
· 1

2N
· Pr

(
n = n,ku = ku

)
(16)

= Pr
(
k(1)
a = k(1)

a

)
· Pr

(
k
(1)
b = k

(1)
b

)
· Pr

(
k(1)
c = k(1)

c

)
· Pr

(
k
(1)
d = k

(1)
d

)
. (17)

Equations (15) and (16) hold due to the independence and the uniform distribution of the
initial subkeys (k

(0)
a ,k

(0)
b ,k

(0)
c ,k

(0)
d ), respectively; while equation (17) holds due to

the uniform distribution of the updated subkeys (k
(1)
a ,k

(1)
b ,k

(1)
c ,k

(1)
d ). The existence

of k(0)u

−1
, the multiplicative inverse of k(0)u in Zp, is a direct consequence of the fact that

k
(0)
u ∈ Z∗p. The proof of the lemma follows by induction.

Lemma 5 At each instance of the protocol, the random nonce generated by the autho-
rized reader in an instance of our UCS-RFID protocol is delivered to the tag in a per-
fectly secret manner.

Proof: Fix kb, kc, and let n be uniformly distributed over Zp\{0}. (Recall that, by
Lemma 4, kb and kc are statistically independent in every protocol run; so, the super-
script will be dropped for ease of notation.) Then the resulting B and C will be uni-
formly distributed over Zp and Zp\{0} (by Property 2), respectively. Consequently, for
any arbitrary b ∈ Zp and c ∈ Zp\{0}, the probability of B and C taking these specific
values are Pr(B = b) = 1/p and Pr(C = c) = 1/(p− 1).

Now, given a specific value of the random nonce n = n, the probability that B takes
a value b is

Pr(B = b|n = n) = Pr(kb = b− n) = 1/p. (18)
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Similarly, given a specific value of the random nonce n = n, the probability that C takes
a value c is

Pr(C = c|n = n) = Pr(kc = c× n−1) = 1/(p− 1). (19)

Equations (18) and (19) hold since, by design, kb and kc are uniformly distributed over
Zp and Zp\{0}, respectively. The existence of n−1 is a direct consequence of the fact
that n ∈ Z∗p.

Therefore, for any nonce n and any values of b and c, Bayes’ theorem [20] can be
used to show that Pr(n = n|B = b) = Pr(n = n) = Pr(n = n|C = c). That is, the
a priori probabilities that the random nonce is n are the same as the a posteriori proba-
bilities that the random nonce is n given the corresponding B and C. Hence, both B and
C “individually” provided perfect secrecy. However, since they are both functions of the
same variable, there might be information leakage about n revealed by the combination
of B and C. One way of measuring how much information is learned by the observation
of two quantities is the notion of mutual information. Consider an arbitrary b ∈ Zp and
arbitrary c, n ∈ Z∗p. Then, for independent kb and kc uniformly distributed over Zp and
Z∗p, respectively, we get:

Pr(B = b,C = c) =
∑
n

Pr(B = b,C = c|n = n) Pr(n = n) (20)

=
∑
n

Pr(kb = b− n,kc = c× n−1) Pr(n = n) (21)

=
∑
n

Pr(kb = b− n) Pr(kc = c× n−1) Pr(n = n) (22)

=
∑
n

1

p
· 1

p− 1
· Pr(n = n) (23)

= Pr(B = b) · Pr(C = c). (24)

Equation (22) holds by the independence of kb and kc, while equations (23) and (24)
hold by the uniform distribution of kb, kc, B, and C. Consequently, B and C are inde-
pendent and, thus, their mutual information is zero [11]. In other words, observing both
messages B and C gives no extra information about n than what they give individually.

Remark 1 Lemma 5 does not hold for an adversary who has observed multiple consecu-
tive protocol runs between authorized reader-tag pairs. Consider observing three consec-
utiveB messages, sayB(0), B(1), B(2). The fundamental problem is that only k(0)b ∈ Zp

and k(0)u ∈ Z∗p are involved in the update equation of the subkey kb. Therefore, out of the
total (p− 1)3 possible sequences of {n(0), n(1), n(2)}, to an adversary who has observed
{B(0), B(1), B(2)}, there are only p(p − 1) possible {n(0), n(1), n(2)} sequences that
could have generated the observed B’s. A violation to the definition of perfect secrecy.
Obviously, one can include more variables in the update equation of kb but that will only
increase the number of consecutive protocol runs an adversary is allowed to observe to a
certain number.
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However, breaking perfect secrecy does not imply breaking the system. In what
follows, we provide an example to further illustrate the remark; then, we give detailed
probabilistic analysis to show that the system can still provide unconditional security
given some practical assumptions about the RFID system.

Example 1 This example illustrates the effect of observing consecutive protocol runs
between authorized reader-tag pairs. For simplicity, assume that the used prime number
is p = 7. Assume further that the initial keys k(0)b = 2 and k(0)u = 5 are preloaded into
the tag. Consider the first three protocol runs as follows.
First run: let the generated nonce be n0 = 1. Then by equation (1) the adversary can
observe B0 = 3 broadcasted by the reader. The tag and the reader will then update the
keys according to equations (6) and (9) to k(1)b = 1 and k(1)u = 5.
Second run: let the generated nonce be n1 = 6. Then by equation (1) the adversary can
observe B1 = 0. The tag and the reader will then update the keys according to equations
(6) and (9) to k(2)b = 5 and k(2)u = 2.
Third run: let the generated nonce be n2 = 2. Then the adversary can observe B2 = 0.
Now, with some algebra the adversary can construct the following system of equations:

B0 = k
(0)
b + n0, (25)

B1 = k(0)u + (n0 ⊕ k(0)b ) + n1, (26)

B2 = (k(0)u × n0) +
(
n1 ⊕

(
k(0)u + (n0 ⊕ k(0)b )

))
+ n2. (27)

Consider now the sequence {n0 = 1, n1 = 1, n2 = 1}. Given the observed B’s, by
checking equations (25), (26), and (27), one can see that the sequence {n0 = 1, n1 =
1, n2 = 1} cannot satisfy the three equations simultaneously. Moreover, by checking all
possible 6×6×6 sequences, one can find that only 7×6 of them can satisfy all three equa-
tions simultaneously. The fundamental problem is that only k(0)b ∈ {0, 1, 2, 3, 4, 5, 6}
and k(0)u ∈ {1, 2, 3, 4, 5, 6} are involved in the three equations.

Observe, however, that this does not imply anything more than that the sequence
{n0 = 1, n1 = 1, n2 = 1} cannot generate the observed B’s. That is, it does not imply
that n0 6= 1, nor that n1 6= 1, nor that n2 6= 1. In other words, individually, any one of
the n’s can be equal to one (indeed, n0 = 1 in the above example).

Therefore, for the adversary to obtain meaningful information, she must know the
exact value of at least one of the nonces (so that possible values of other nonces can be
eliminated). This can only occur if for at least one nonce ni, only one value in Z∗p is
possible. That is, all the possible values ni is allowed to take can be eliminated, except
for exactly one value.

We will now provide probabilistic analysis of the number of consecutive protocol
runs an adversary must observe in order to learn the value of at least one of the transmit-
ted nonces.

By the randomness nature of the generated nonces, the total number of possible se-
quences is uniformly distributed over the nonces. That is, given there are p(p − 1) pos-
sible sequences, if the adversary has observed m consecutive protocol runs, each of the
m nonces is expected to have m

√
p(p− 1) possible values. Therefore, for m consecu-
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tive protocol runs, the total number of possible values distributed over the m nonces is
m m
√
p(p− 1).

To give a lower bound on the number of consecutive protocol runs an adversary
must observe in order to infer at least one nonce with a certain probability, we use the
well-known “balls in bins without capacity” problem in probability theory. Given r balls
thrown uniformly at random atm bins, the probability that at least one bin remains empty
is given by [15]:

Pr(at least one bin remains empty) =

(
r−1
m−1

)(
m+r−1
m−1

) . (28)

Given that each nonce will take at least one value, the problem reduces to dis-
tributing (m m

√
p(p− 1) −m) values uniformly at random at m nonces and finding the

probability that at least one nonce does not receive another possible value. Substituting
r = m m

√
p(p− 1)−m in equation (28), we plot the results in Figure 2. Each plot shows

the number of consecutive protocol runs an adversary must observe in order to infer at
least one nonce with a certain probability. In the top left plot, the security parameter N
is 128-bit long, with only kb and ku are involved in the update equation of kb. The plot
in the top right shows the result when all secret keys are involved in the update equation
of kb. The two bottom plots shows the result when the used security parameter is 256-bit
long.

As can be seen in Figure 2, the number of consecutive protocol runs an adversary
has to observe to learn the value of at least one nonce is much higher than the number of
protocol runs needed to break perfect secrecy. Depending on how many secret keys are
used in the update equations and the length of the security parameter, for an adversary to
have a 50% chance of exposing a secret nonce value, the number of consecutive protocol
runs needed to be observed can be as high as 240 complete runs.

Remark 2 Observe that, unlike general computer communications, that many consecu-
tive protocol runs can be sufficiently high for RFID systems. Consider, for example, an
RFID tag used for a pay-at-the-pump application. If the user goes to the same gas station
every single time, this implies that for an adversary to extract secret tag information, she
must be in a close proximity to the user for about 240 consecutive gas pumping. In the
case in which the user goes to different gas stations, this implies that the adversary is
following the user everywhere. Both scenarios are highly unlikely to occur in real life
applications. In a different example, consider low-cost tags replacing barcodes for iden-
tifying grocery items. In such applications, that many authorized protocol runs are un-
likely to occur during the entire life time of a low-cost tag. The following corollary is a
direct consequence of this remark.

Corollary 1 In order to expose secret tag information, the adversary must observe a
sufficiently high number of honest protocol runs between authorized reader-tag pairs.

This implies that adversaries, regardless of their computational power, must rely on au-
thorized reader-tag interactions to have a chance of inferring secret information.

Assumption 1 For the rest of the paper, we will adopt the assumption that observing
enough protocol runs to expose the value of a nonce is impractical in low-cost RFID
systems.
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Figure 2. The probability of exposing at least one nonce as a function of the number of consecutive protocol
runs observed by the adversary, for different size of security parameter and different number of parameters
involved in the update equation.

3.3. Security of Mutual Authentication

Before we can state our main theorem regarding the security of mutual authentication in
our protocol, we need two more lemmas.

Lemma 6 Under Assumptions 1, given that the reader generates random nonces, no in-
formation about the secret key,K, is revealed by observing protocol runs of the proposed
protocol.

Proof: We start with the basic assumption that the key is loaded to the tag secretly; that
is k(0)a , k(0)b , k(0)c , and k(0)d are secret. By Lemma 5, messages B(0) and C(0) provide
perfect secrecy. That is, no information about the nonce, n(0), nor the keys, k(0)b and k(0)c ,
will be leaked by B(0) and C(0). Now, n(0) will be used to generate D(0) = n

(0)
` ⊕ k

(0)
d

and A(1) = n
(0)
` +(n

(0)
r ⊕k(0)a ). Since n(0) is delivered in a perfectly secret manner, and

k
(0)
d and k(0)a are secret, no information will be revealed by the observation of D(0) and
A(1). (The proof is very similar to the proof of Lemma 5; it is based on the fact that k(0)a

and k(0)d are random and independent.)
So far, no secret information about the initial key K(0) nor the nonce n(0) has been

revealed. Therefore, there is no information leakage about the updated subkeys k(1)a =

n
(0)
r ⊕k(0)a , k(1)b = k

(0)
u +(n(0)⊕k(0)b ), k(1)c = k

(0)
u ×(n(0)⊕k(0)c ), and k(1)d = n

(0)
r ⊕k(0)d .

Given that the keys are updated to remain independent and to have the same distribution
as the outdated keys, and that n(1) is random and independent from the previous nonce
and from the secret keys, the proof follows by induction (given Assumption 1).
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Lemma 7 Under Assumption 1, an adversary making qq Query oracles, qs Send oracles
will succeed with probability at most

max{ qq
p− 1

,
qs
2N
}. (29)

Proof: By Lemma 6 and Corollary 1, calling the Execute oracle a practical number
of consecutive times is of no help to the adversary, since no information is leaked by
observing messages exchanged between authorized RFID pairs.

On the other hand, an adversary calling the Query oracle will receive A as the tag’s
response. Depending on the adversary’s response, the tag will respond with message D
with probability 1/(p− 1) (the probability of successful forgery by Lemma 3), or abort
the protocol with probability (p − 2)/(p − 1). If the tag does respond, the protocol is
considered broken. However, upon unsuccessful forgery, the tag will abort, and responds
to the next Query with the same identifier, A. Therefore, no information about the tag’s
secret key is revealed by multiple Query calls.

Finally, an adversary calling the Send oracle to impersonate a valid tag will be suc-
cessful with probability at most 1/2N . This is due to the fact that A might or might not
be a valid tag identifier. If it is not, the reader will abort the protocol. Assume, however,
that A is a valid identifier (the adversary can obtain a valid one by interrogating a tag
in the system). An authorized reader, responding with B and C, will accept D if and
only if D = n` ⊕ kd. To extract the correct n`, however, the adversary must know kb or
kc, which are kept secret by Lemma 6. Moreover, kd is unknown to the adversary (also
by Lemma 6). Hence, the adversary’s probability of success is 1/2N , and the lemma
follows.

Given that p is a 2N -bit prime integer, the adversary’s probability of falsely authen-
ticating herself to a valid tag is at most 1/22N−1, and the adversary’s probability of au-
thenticating herself to a valid reader is 1/2N . That is, the probability of mutual authenti-
cation when the protocol is not honest is negligible in the security parameter N . We can
now state our main theorem.

Theorem 1 Under Assumption 1, the proposed UCS-RFID is a secure mutual authenti-
cation protocol for RFID systems.
Proof: Lemma 6 implies that the first condition of Definition 1 is satisfied. The second
condition of Definition 1 can be easily verified; it merely means that if the messages
exchanged between legitimate RFID pairs are relayed faithfully to one another, mutual
authentication is achieved. The third condition of Definition 1 is shown to be satisfied in
Lemma 7. Thus, all three conditions of Definition 1 are satisfied.

3.4. Desynchronization Attacks and the Update Procedure

It is critical to point out the importance of the key update procedure to the security of
our protocol. Both the tag and the reader must update their parameters for the security to
hold.

Consider an adversary blocking message A and replaying it to the reader. Since the
adversary does not know kb, kc nor kd, she cannot extract the correct n and generate a
valid D with a non-negligible probability.
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Consider an adversary blocking messages B and C, and replaying them to the tag.
Of course, the adversary will be authenticated. However, this is considered as faithfully
relaying messages, which does not affect the honesty of the protocol. This makes sense,
because the tag will respond with a message D which does not reveal extra information
about the tag that has not been revealed by A.

Consider an adversary blocking message D sent to the reader. The reader will as-
sume that the tag has not updated its parameters while, in fact, it has. Consequently, the
secret keys at the tag’s side will be different than the secret keys stored at the database,
causing a possible desynchronization between the tag and the reader. A solution to this
problem is that the reader updates the parameters even if it does not receive message D
from the tag. The reader, however, must store both the updated and the outdated param-
eter values at the database to count for the possible scenario that the tag has not updated
its parameters.

A more dangerous attack can be launched by blocking messages B and C sent to
the tag, or message D sent to the reader, if the same keys, with different nonces are used.
Let B(1) ≡ n(1) + k

(1)
b mod p and C(1) ≡ n(1)× k(1)c mod p be blocked by an active

adversary. If the same keys k(1)b and k(1)c are used to generateB(2) ≡ n(2)+k(1)b mod p

and C(2) ≡ n(2) × k(1)c mod p, the difference between the two nonces, n(1) and n(2),
is simply the difference between B(1) and B(2). It can be easily seen that:

C(2) ≡ n(2) × k(1)c ≡ (n(1) + δ)× k(1)c

≡ (n(1) × k(1)c ) + (δ × k(1)c ) ≡ C(1) + (δ × k(1)c ) mod p. (30)

Hence, with the knowledge that n(2) ≡ n(1) + δ mod p, where δ ≡ B(2) − B(1)

mod p, the value of k(1)c can be easily computed as k(1)c ≡ (C(2)−C(1))×δ−1 mod p.
Thus, we emphasize that whenever the reader receives an outdated identifier, the reader
retransmits the same messages B(1) and C(1), as opposed to generating a new nonce and
transmitting B(2) and C(2) as above.

The requirement that the reader responds with the same B and C when receiving an
outdated A, however, introduces a vulnerability to a man-in-the-middle (MITM) attack.
Consider an adversary observing messages A(1), B(1), C(1), and then intercepting mes-
sage D(1). The reader will assume that the tag has not updated its parameter. Hence, the
adversary can impersonate the tag by sending its A(1) and, upon receiving the same B(1)

and C(1), she can replay the intercepted D(1), which will be accepted by the reader.
Fortunately, there is an easy fix for this vulnerability. Whenever a valid reader re-

ceives an outdated identifier A(1), it responds with the same B(1) and C(1) to avoid key
exposure (as discussed above). But the tag does not get authenticated upon the recep-
tion of D(1) (to avoid the man-in-the-middle attack described above). The reader con-
tinues by carrying out another protocol run with the tag (with updated keys this time),
and only if the second authentication run is passed, with updated parameters to generate
A(2), B(2), C(2), and D(2), the tag is authenticated.

4. Conclusion and Future Work

In this paper, a new direction into the problem of authenticating low-cost RFID systems
is proposed. The aim of this paper was to investigate the possibilities of unconditional



16

security in the design of RFID protocols. An instance of such protocols was proposed.
Under a restriction on the number of consecutive protocol runs an adversary is assumed
to observe, the proposed protocol is shown to achieve unconditional secrecy and uncon-
ditional integrity.
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A. An Example of Multiplication with Cheap Circuitry

For completeness of presentation, we show here a simple algorithm that multiplies two
numbers with minimum circuitry, in expense of time efficiency.

To multiply two N -bit integers, the two operands are stored in two registers R1 and
R2, while a third register R3, used to store a temporary partial sum, is initialized to zero.
The algorithm starts by examining the least significant bit of R2; if it is one, then R1

is added to R3. The register R1 is then shifted one bit to the left, which corresponds to
multiplying the operand stored in R1 by two. If the second least significant bit of R2 is
one, then R1 is added to R3 and then R1 is shifted. If it is zero, then the bits in R1 are
shifted one bit to the left without addition. After the (i − 1)th shift of R1, the ith least
significant bit of R2 is examined; if it is one, then the value in the register R1 is added to
the temporary sum in register R3, and so forth, until the bits in R1 are shifted N times.
The value stored in R3 is the result of multiplying the two integers modulo p.

The addition algorithm ADD can be any modular adder. The multiplication algorithm
MULT is shown in Algorithm 1.

Algorithm 1 MULT(a, b)
R1 ← a;
R2 ← b;
R3 ← 0;
for i = 0, ..., N − 1 do

if R2[i] = 1 then
R3 ← ADD(R3, R1);

end if
R1 ← ShiftLeft(R1);

end for
return R3

Therefore, by implementing algorithm MULT described above, multiplication of two
elements of the field Zp can be performed using only three N -bit registers and one mod-
ular adder.


