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Abstract

An Improved 802.11b Interference Model for Network Simulation

Trevor Bosaw

Chair of the Supervisory Committee:
Professor Sumit Roy

Electrical Engineering

Obtaining repeatable data from a controlled wireless experimental network set-up is both

time-consuming and difficult; accordingly, network simulation is a popular mechanism for

performance evaluation of such networks. Given the nature of wireless propagation, compre-

hensive models for the physical layer is an ongoing challenge. Many network simulators use

analytical abstractions for the wireless channel that, while convenient, are too simplistic.

For example, many simulators typically treat interference as additive white Gaussian noise

to simplify calculations, which leads to significant inaccuracies in many scenarios.

The purpose of this thesis is to develop enhanced models for in-network interference in

an 802.11b network for use within ns-3 implementation. As a first step, available analyt-

ical models for various 802.11b interference scenarios are gathered; these are extended by

using Simulink for other scenarios. For experimental data, the Carnegie Mellon University

wireless network emulator [1] was chosen, due to its unique ability to provide controlled

and repeatable wireless channel conditions. Data from experiments using this emulator are

collected and tabulated to support the analytical abstractions. Finally, the implementa-

tion of the 802.11b PHY/MAC stack within ns-3 is studied, and changes to its interference

model is proposed as a result. The contributions of this thesis are to extend the analysis

and data from these aspects to improve capture effect, preamble interference, and payload

interference modeling for network simulators, specifically with ns-3.
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Chapter 1

INTRODUCTION

1.1 Motivation

The success of 802.11 Wireless Local Area Networks (LANs) has led to its integration

in increasing numbers of computing (desktops, laptops/notebooks) and personal mobile

(smartphones and PDAs) devices. Increasingly, Internet access via WiFi networks is avail-

able at a variety of places including homes and offices, as well as in public places such as

airports, hotels, malls and sporting arenas. The ubiquity of 802.11 WLAN networks implies

growing number of users for a network design that was originally intended for home use

(i.e. few users/devices per access point); such increasing user density leads to scenarios that

are increasingly interference-limited. Such interference arises both from other overlapping

802.11 networks - homogeneous or in-network network interference - as well as heteroge-

neous (external, out-of-network) interference sources such as Bluetooth devices that may be

co-located. Accurate performance analysis for such scenarios is an ongoing challenge that

is not well-understood - wherein, the role of credible network simulators plays a key role.

Ideally, research in this topic should be complemented by credible experimentation with

WLAN networks. As is well-known, reproducible experimentation with wireless networks

is difficult, arising from the dynamic nature of the wireless channel. The interactions of

the transmitted signal with the physical environment is complex and multi-layered (channel

propagation loss, multipath fading, scattering etc.) and statistics specific to the scenario

must be obtained via time-consuming data collection. Often, the greatest impediment to

experimentation with WLAN is its own success; this implies the lack of any ‘quiet space’

(that would not interfere with an existing data network) in the 2.4 GHz band for controlled

experimentation. This persistence of interference is perhaps the most difficult aspect of the

wireless channel to predict or offset, and this ubiquity of the WLAN standard has allowed

the problem of interference modeling to progress substantially.
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Due to the complexity of the wireless channel interactions, software network simulators

are commonly used for performance analysis of most wireless networking scenarios. As a

result, the fidelity of the typical outputs of such simulators in terms of network layer metrics

(aggregate throughput, delay, packet loss) are highly sensitive to the implementations for the

lower (notably physical and MAC) layers within the simulator. Additionally, many network

simulators measure packet behavior with a discrete event system, where the simulator does

not calculate individual bits transmitted and received, but instead allocates events whenever

something happens in the system. The network simulator ns-3 [3] uses a simulator library

that schedules, orders, and executes events, such as the receipt or completed transmission of

a packet. These events completely describe the behavior in the system, and serve to simplify

the calculation required for the simulation (as opposed to calculating transmitted bits and

performing arithmetic on the bit level). Due to this discrete event system approximation

that most network simulators utilize, it is important that these simulators remain modular

and simplify the process of changing a specific layer implementation. For example, the ns-3

architecture consists of various distinct libraries with specific functions, with the ability for

users to write and link their own libraries. Most of the classes within these libraries are

implemented as purely virtual classes, to allow for the easy addition of an alternate class

implementation.

As can be readily understood, accurate representations or abstractions of interference

within the PHY/MAC protocol stack implementations in the simulator is a fundamental

step towards achieving desired network level fidelity. Typically, clear channel conditions

(detecting a desired packet in the presence of additive background noise only) are adequately

represented; however, interference scenarios are often implemented naively. For example,

the network simulator ns-3, (which is generally regarded as having a good 802.11 PHY/MAC

implementation) treats interference as Gaussian noise, which can often lead to inaccurate

performance predictions [9].

1.2 Contribution

The objective of this thesis is to enhance the 802.11b interference model within ns-3. This

is accomplished by both studying the situations in which the ns-3 noise interference model
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is not adequate, and by supplying experimental data to serve as reference for appropriate

receiver behavior in these cases.

The main contributions of this thesis are to submit changes for the following three areas

in the ns-3 network simulator: the PHY layer receiver packet capture behavior, the error

rate model for interference during a received packet’s preamble, and the error rate model for

interference during a packet’s payload. These contributions are determined from a Simulink

receiver model [4], interference data from the CMU Wireless Emulator [1], and interference

experiment results from other sources.

The Simulink model, as well as communications analysis, is used to provide statistical

results on a 1Mbps 802.11b signal with interference. This model is built upon an existing

Simulink 802.11b transmitter/receiver chain that calculates the bit error rate by transmit-

ting and receiving a bitstream with channel noise. The original model has no capacity to

calculate packet error rate, and therefore cannot be directly used to correctly model packet

reception behavior. To rectify this, the IEEE standard was consulted, and a four stage

model was built for packet acquisition. For a packet to be marked as correctly acquired in

the physical layer, all four stages must pass. These stages are: energy detection, SFD match,

header CRC check, and payload CRC check. Each stage models the specific implementation

a hardware receiver uses to determine whether a packet is accepted or dropped.

The CMU Wireless Emulator interference data gathered in this thesis includes the most

basic interference case, the presence of a single interference source. Since there is little

available research describing the effects of interference on packet reception for a sub-packet

resolution, the experiment was documented thoroughly, and many sources of error were

accounted for and minimized. Also, the clear channel response of the emulator was measured

and matched against verified theoretical results, in order to provide further validation of the

accuracy of the experiment results. The CMU Emulator interference model is integrated

into ns-3 in the form of a parallel implementation to the current ns-3 wireless error rate and

interference modeling, and provides a lookup table in the case of single source interference.
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1.3 Overview

The thesis is organized as follows: In Chapter 2, relevant background research on inter-

ference in the wireless physical layer is described, and compared against current network

simulators. This provides a clear purpose as to why changes need to be made in the inter-

ference models of these simulators. Chapter 3 details the methods followed for the CMU

Emulator experiments, the Simulink model creation, and the ns-3 interference tests. In

Chapter 4, the physical layer capture effect is explained, as well as the simple changes nec-

essary for ns-3 to exhibit the behavior of this effect. In Chapter 5, the effects of interference

during a packet’s preamble is investigated, and additions to the ns-3 error rate model to

account for these effects are presented. Chapter 6 discusses the effects of interference during

a packet’s payload, and provides experimental, as well as analytical results, to propose an

improved ns-3 error rate model for payload interference. Finally, Chapter 7 concludes the

thesis, with a discussion on potential future work for the subject.
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Chapter 2

BACKGROUND

2.1 Introduction

Out of all the network layers, the physical layer is the most difficult to fully understand and

model. The reason for this is that this layer is the only one not fully defined in software. For

example, in a networked system, the physical layer cannot specify its channel between two

connected nodes, but must instead predict it. This causes difficulty if the channel is not ideal.

In wired systems, the prediction of the channel response is relatively simple. There is rarely

interference, and noise rates are minimal. With the introduction of wireless technology,

however, new problems have surfaced. The wireless channel is volatile, with unpredictable

frequency shifts, fading characteristics, and other effects not present in a wired connection.

In addition, interference has emerged as an increasingly influential problem. While many

channel characteristics, such as gaussian noise, can be predicted due to the probabilistic

nature of random variables that are based on these characteristics, interference cannot be

modeled in the same way. Also, due to the unique behavior from every type of interference

source, it is difficult to fully characterize and model a channel with interference.

In this chapter, clear channel analysis is initially presented, to show the mathematics

behind the noise and interference implementation of many network simulators, including

ns3. Next, current research attempts to understand interference are described, as well as

the accuracy of these studies. Also, the current state of wireless network simulators is

discussed, since it is these simulators that directly benefit from studies done on interference

modeling. These sections show the necessity for a more thorough interference research

attempt, as well as a reconsideration of current interference behavior implementations in

wireless network simulators.
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2.2 802.11b Clear Channel Model for 1 Mbps

An initial source of information on wireless interference is the IEEE commissioned study on

802.15 and 802.11b interference [6]. This study derives theoretical models of 802.11b BER

and PER in the case of noise interference. According to testbed results from [9], however,

the results from these models do not exactly match up with actual data. In the ns-3 clear

channel validation document [12], the original theoretical 802.11b BER models are taken

and expanded upon due to derivations from [13] and [14]. Following is a summary of the

models derived in the document.

The simplest of BER derivations, the 1 Mbps BER, is extremely similar to the chip error

rate for DBPSK. Taking into account that there is one bit per symbol, and 11 chips per bit,

the BER for 1 Mbps is:

BER = 1/2e−Eb/N0 (2.1)

where Eb is the received energy per bit, and N0 is the noise power spectral density.

Since each bit is independent, a simple binomial method can be used to find the PER

from the BER:

PER = 1− (1−BER)n (2.2)

where n is the number of bits in the packet.

2.2.1 802.11b Clear Channel Model for 2 Mbps

In [13], it is shown that the chip error rate for 2 Mbps uses the Marcum Q-Function, which

has a semi-infinite integration. Because of this, an approximation is used for the DQPSK

chip error rate calculation. This result is directly used in the derivation of the BER for 2

Mbps, which is:

BER =

√
2 + 1√
8π
√

2

1√
Eb
N0

e
−(2−

√
2)

Eb
N0 (2.3)

again, where Eb is the received energy per bit, and N0 is the noise power spectral density.
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The PER calculation for 2 Mbps is the same as the one for 1 Mbps:

PER = 1− (1−BER)n (2.4)

where n is the number of bits in the packet.

2.2.2 802.11b Clear Channel Model for 5.5 Mbps

Since 5.5 Mbps and 11 Mbps 802.11 signals use CCK, there is no direct analytical method

to derive BER equations for these bitrates. However, in [14] it shows that the analysis for

biorthogonal-key modulation can exactly represent the PER in 5.5 Mbps CCK modulation.

From [14], the symbol error rate for a 16-biorthogonal signal set (or 16-CCK, which is what

is used in the case of 5.5 Mbps) is:

SER16 = 1−
∫ ∞
−
√

Es
N0

[2α(x+

√
Es

N0
)− 1]7

exp(−x2/2)√
2π

dx (2.5)

where α is the standard Gaussian distribution function, Es is the energy per symbol,

and N0 is the noise power spectral density.

The PER calculation for 5.5 Mbps is similar to 1 Mbps and 2 Mbps:

PER = 1− (1− SER16)
s (2.6)

where s is the number of symbols in the packet.

2.2.3 802.11b Clear Channel Model for 11 Mbps

The derivation of 11 Mbps error rates are again taken from [14], and the symbol error rate

is approximated by the symbol error rate for a 256-biorthogonal signal set:

SER256 = 1− (1− SER16)
2 (2.7)

where SER16 is the symbol error rate for 16-CCK above.

The PER for 11 Mbps is simply:
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PER = 1− (1− SER256)
s (2.8)

where s is the number of symbols in the packet.

All of the PER calculations are shown to be completely valid in clear channel conditions,

when additive white gaussian noise is the only interference on the 802.11 signal. In order for

the channel modeling of any wireless simulator to be considered accurate, these simulators

must be validated against clear channel theoretical results such as these. In this thesis,

any tool used to describe 802.11b interference is first compared against these models to

determine the basic accuracy of the tool.

2.3 802.11b Interference Error Rate Experimental Behavior in Hardware Tests

Despite their accuracy in clear channel conditions, packet error rate models for AWGN

channels do not necessarily extend to interference dominated scenarios. A reason for this is

that an 802.11b packet includes a preamble, header, and payload, each that exhibit different

behaviors at the receiver. Figure 2.1 shows a common 802.11b packet with a long preamble

and header, as well as the packet payload. Receiver operations such as synchronization and

channel estimation must occur during the packet preamble, and CRC checks must be passed

at the header and payload for the packet to be accepted at the receiver.

The interference explorations in [15] discuss that the packet success rate probability

is dominated by the ability of the receiver to successfully synchronize with the intended

packet. In 802.11b, there are three ways a packet can be dropped at the physical layer:

if the receiver does not properly synchronize to the receiver, if the header CRC fails, or

if the payload CRC fails. [15] shows that for both 802.11b short and long preamble, the

probability of a synchronization failure is extremely high, unless the signal to interference

ratio is greater than 10 dB. Figure 2.2 shows the synchronization results from this paper.

These results compare to the paper’s findings for the probability of CRC failure (as

shown in Figure 2.3), which for 2 Mbps is less than .2 at a signal to interference ratio of

-8 dB, and is negligible when signal to interference ratio is greater than 4 dB (these results
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Figure 2.1: Frame format for both an 802.11b long preamble and short preamble packet.
The PSDU section is referred to as the payload throughout this thesis.

are true for all payload packet sizes). Even at the highest 802.11b data rate of 11 Mbps,

the probability of CRC failure is less than .03 at a signal to interference ratio of 5 dB.

The interference results from [9] provide a significantly different account of interference

behavior than in [15]. Figure 2.4 shows the results of an interference test of two nodes

transmitting under hidden node conditions (the two transmitters are out of range from each

other, but both are in range of a single receiver). The x-axis represents the amount of time

elapsed after the intended packet has been transmitted, and before interference is added to

the channel. The y-axis represents the received signal strength of the intended packet (the

interference packet is always transmitted with dBm equal to -82, so the horizontal line at

-82 dBm is equivalent to 0 dB SIR). The colors indicate the amount of correctly received

packets at each delay and received signal strength value, and range from 0 packets (for a

packet success rate of 0), to 200 packets (for a packet success rate of 1). These tests have

been completed for all four 802.11b bit-rates.

The results from Figure 2.4 agree with [15] that the contribution to packet error rate

from the preamble synchronization dominates that of the CRC failure for low bit-rates. In
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Figure 2.2: Probability of synchronization as a function of SIR (Courtesy of [15]).

the graphs for 1 Mbps and 2 Mbps, it shows that it is critical the intended packet is allowed

a specific amount of time for packet synchronization (in the case of these graphs, this time

is approximately 37 microseconds). After this initial time period, the reception behavior is

improved by about 4 dB. The two studies diverge, however, on the specific SIR necessary for

a successful synchronization and packet reception. Whereas [15] states that a packet needs

at least 10 dB SIR to successfully synchronize to a packet, [9] shows that this is only true

when the interference begins at the start of the packet, and that if interference is delayed

by even 3 microseconds, the packet can successfully synchronize in levels as low as -2 dB

SIR.

For higher bit-rates of 5.5 Mbps and 11 Mbps, the results in Figure 2.4 are quite different

than those in [15]. While the results agree that the very first initial synchronization (about

3 microseconds in these graphs) is extremely important in packet reception, after this ini-

tial period it appears that CRC payload/header failure dominates reception behavior. In

these graphs, packets can still be successfully received at SIR values of 1 dB or higher (3

dB or higher for 11 Mbps), again disagreeing with the result in [15] stating that packet

synchronization requires at least 10 dB SIR in order to be successful.

The differences in these papers suggest that a much more thorough interference research

is necessary before either source can claim to have compelling interference behavior data.
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Figure 2.3: Probability of CRC error as a function of packet size and for various SIR values
(Courtesy of [15]). The left hand graph represents curves for 2Mbps, and the right hand
graph represents curves for 11Mbps and 12Mbps (the 12Mbps bit-rate is not discussed in
this thesis).

It is difficult to determine whether the deviations in these papers result from experimental

error, or from simply using different hardware. Since preamble detection and synchroniza-

tion is largely implementation based (there is little in the IEEE standards stating how this

should be done), it is likely that these functions vary greatly between wireless cards, and

this serves as explanation for the differences in results. Also, experiments in [8] show how

certain aspects of an 802.11b packet can be exploited with specific types of interference.

This shows that even small differences in test interference can result in varying results. All

of these small sources of error can contribute to a large error offset, and may result in the

differences seen in these two papers on interference behavior.

2.4 802.11b Interference Error Rate Analytical Behavior

In additional to experimental research on the subject of wireless interference, there is also

established mathematical analysis that attempts to describe interference behaviors. In

this section, an analysis on the bit error rate and packet error rate response of a system

with an 802.11b 1Mbps signal interfered by another 802.11b 1Mbps signal is performed.

To simplify the analysis, it is assumed that the receiver is perfectly synchronized to the

transmitted signal, and that no pulse shaping filter is used. In this system, there are three

components: a 1Mbps intended signal, a 1Mbps interference signal, and AWGN noise. The
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Figure 2.4: Packet capture versus interference delay (Courtesty of [9]). For the 1Mbps
and 2Mbps bit-rates, interference negatively impacts the reception probability to a greater
degree when it starts during the preamble.

interference signal is delayed by a time phase offset (τ), and the amplitude of the intended

and interference signal are
√
Es and

√
Ei, respectively. This results in the following baseband

equivalent signal at the receiver:

r(t) =
√
EsAp(t) +

√
Ei I p(t− τ) cos(φ) + n(t) (2.9)

where A is the intended bit (with either a +1, or -1 value), I is the interference bit

(again, either +1 or -1), φ is the phase offset between the intended and interference signals,

n(t) is the AWGN noise component in the channel, and p(t) is the 11 chip Barker sequence

that acts as the transmit pulse. Additionally, t is measured in microseconds, and p(t) is

defined to be nonzero only when 0 ≤ t < 1.

The receiver is a filter that is matched against the Barker sequence transmit pulse p(t).

This filter correlates the input signal r(t) against p(t), over one symbol duration. The

following equation describes the match filter:
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y(T ) =

∫ T

0
r(t)p(t)dt (2.10)

where T is the symbol length (one full 11 chip Barker sequence).

The match filter output y(T ) then consists of three components:

y(T ) = s(T ) + i(T ) + n(T ) (2.11)

where the s(T) component represents the intended signal, the i(T) component represents

the interference signal, and the n(T) component represents the channel noise.

With the assumption that the receiver is perfectly synchronized to the intended transmit-

ter, the s(T ) component will contribute a large correlation result. This result is dependent

on A in r(t), and is a large positive result (if A is positive), or a large negative result (if

A is negative). The i(T ) component is largely based on the τ value in r(t), as the Barker

sequence is very robust to delayed correlation, and even a small shift in the interference

component of r(t) will greatly reduce the contribution to y(T ) from i(T ). Finally, n(T ) is

the noise component, and is defined by the Eb/N0 (energy per bit over noise power spectral

density ratio) in the system. The goal at the receiver is to correctly resolve the intended

transmitter’s data, so a decision rule to predict the intended bit A is simply:

 y(T ) > 0, A = 1

y(T ) < 0, A = −1

 (2.12)

Depending on the SNR and SIR (Es versus N0 and Es versus Ei), the i(T ) or n(T )

components may dominate the s(T ) term, and may cause an incorrect decision for A. This

probability can be averaged over a large number of test bits, and can be used to determine

a bit error rate, or a packet error rate. To modify the analysis to calculate packet error

rate, two methods can be used. Both methods require an updated Equation 2.9, since the

equation currently does not take into account the fact that each intended bit is interfered

by two interference bits (when τ 6= 0). Thus, the following equation is used in place of

Equation 2.9:
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r(t) =
√

(Es)Ap(t) +
√

(Ei) (Ix p(t− τ) + Ix−1 p(1 + t− τ)) cos(φ) + n(t) (2.13)

where Ix represents the current interference bit, and Ix−1 represents the previous inter-

ference bit. Also, recall that p(t) = 0 when t < 0 or t ≥ 1.

The same correlation and decision is still performed as in Equations 2.10 and 2.12. To

calculate a bit error rate using this method, a large sequence of intended bits must be

generated, and for each bit, the following equation used to determine the probability that

the bit will be resolved correctly:

P (c) = 1/4 ∗ P (c|Ix = +1, Ix−1 = +1) + 1/4 ∗ P (c|Ix = +1, Ix−1 = −1) (2.14)

+ 1/4 ∗ P (c|Ix = −1, Ix−1 = +1) + 1/4 ∗ P (c|Ix = −1, Ix−1 = −1)

where P (c) is the probability of correctly resolving the specific bit, and each right hand

term in the equation represents the four interference cases for that specific bit.

With the assumption that each intended bit is independent, a bit error rate for the bit

sequence can then be found by averaging P (c) over a very large number of bits. This bit

error rate can then be used to calculate a packet error rate from Equation 2.8.

The second method does not assume that each intended bit is independent, and instead

calculates P (c) for each specific intended bit. A bit sequence is used to represent the bits

in a packet, and the following equation is used to calculate a packet error rate:

PER = 1− P1(c) ∗ P2(c) ∗ P3(c)...Px−1(c) ∗ Px(c) (2.15)

where PER is the packet error rate, and the subscript for each P (c) represents the

probability of resolving the corresponding intended bit. It is assumed that there are x

intended bits in the bit sequence.

Figure 2.5 shows an example of the differences between the two methods, as a function

of τ . This comparison shows that the two methods are extremely similar, and differences

between the two are only noticeable during the specific τ offset when packet error rate
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transitions from low to high, or high to low. For the purposes of this thesis, the method

using Equation 2.15 is used to calculate an analytical packet error rate for 1Mbps.

Figure 2.5: Comparison graph between packet error rate calculation methods using Equation
2.8 (referred to as Method 1 in the graph), or using Equation 2.15 (referred to as Method
2 in the graph). For this case, SNR = 0 dB, and SIR = 0 dB.

2.5 802.11b Capture Effect

The behavior of receivers known as the physical layer capture effect is another interference

related research topic mentioned in many papers. As described in [10], the capture effect

is the ability of the receiver to successfully receive a stronger packet in a collision, even

if the receiver was already synchronized to the weaker packet. This study mentions three

possibilities in the collision of two packets: both packets being dropped, the stronger packet

being received correctly only if it has a sufficiently higher signal strength and is the first

packet to arrive, and the stronger packet being received correctly if it has a sufficiently

higher signal strength, regardless of whether it arrives first or last. The paper proceeds to
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prove that the interference behavior on receivers matches the third option. While modeling

packet reception in this manner greaty simplifies interference behavior, the finding that a

receiver can switch reception of a packet to a stronger one, even after it is synchronized to

the first packet, is very important. These results serve to potentially increase the throughput

of network simulator interference modeling by 50 percent.

2.6 Current State of 802.11b Network Simulators

Perhaps due to the lack of published research on 802.11 interference effects, wireless network

simulators largely simplify the calculation necessary for proper interference modeling. At

least one network simulator, OPNET, even simplifies the problem to such a degree that

any collision between two packets results in both packets being dropped by the receiver

[11]. The popular network simulator ns-2 takes the most common approach by creating

a threshold based interference model [2]. If the signal to interference ratio falls below a

threshold (meaning interference energy is high) during the receipt of a packet, then the

packet is dropped, regardless of the length or type of interference. The specific values of

these thresholds may be due to derivation from research averaging the packet success rate

for a certain signal to interference ratio, but this is for a very specific scenario, which can

result in loss of accuracy if the interference occurs in merely a slightly different way than ns-2

predicts. For example, 802.11 DSSS modulation is robust against narrowband interference,

but if narrowband interference with a very high signal strength is mixed with the intended

signal, then ns-2 would calculate the result as a dropped packet, whereas the packet is not

likely to be dropped in reality. Or, if another 802.11 signal interfered with the intended

signal, then the original packet may be dropped even at low signal to interference ratios,

while ns-2 would accept the packet.

The ns-3 network simulator attempts to fix this problem by taking a bit error rate

approach to interference modeling [3]. In ns-3, the intended signal is split into chunks

according to changes in packet bit-rate or interference energy. A bit error rate is calculated

for each chunk, which is then used to calculate overall error rate for each chunk. Finally,

these error rates are used to calculate the total packet error rate. The problem with this

implementation is that these bit error rates are calculated using theoretical equations that
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are validated against clear channel conditions, not interference. As shown in papers such as

[9], interference does not cause the same behavior as noise, and when treated as such, does

not create an accurate model.

Most network simulators follow either the ns-2 threshold based or ns-3 bit error rate

based interference modeling implementation. Since many of these simulators can be val-

idated over a clear channel, these interference models appear to operate suitably when

matched to receiver response data. However, since there is little definitive interference data

to corroborate these simulators against, so they cannot currently be validated in the case

of interference.

Additionally, many simulators do not take into account the physical layer capture effect,

as discussed in [10]. Instead of retaining the possibility of dropping a packet that the

receiver is currently synchronized to, and picking up another incoming packet, most network

simulators simply drop both packets (if the incoming packet’s energy is high enough), or

retain only the original packet. Unlike other interference behavior however, adding this

feature is simple and easily integrated into these simulators, so the capture effect addition

to ns-3 described in this thesis is easily applied to other network simulators.

2.7 Summary

To date, the research on WiFi interference does not comprehensively cover all scenarios

and implementation issues, and there remain questions about what and how to model these

issues in network simulators. Many resources do not corroborate in certain areas, while

they agree in others. Because of this, a thorough study into exactly what creates certain

characteristics of interference behavior is necessary. Each paper on interference behavior

reveals a different aspect of interference modeling, and only by combining information from

these multiple resources can interference behavior be fully understood and modeled.

Due to these discrepancies, network simulators have not currently been successful in

creating accurate interference models. ns-3 has one of the most sophisticated noise models,

with theoretical calculations validated in clear channel. However, this model does not match

up to measured values for interference, and these differences must be reconciled.
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Chapter 3

CMU EMULATOR, NS-3, SIMULINK MODEL DEVELOPMENT

3.1 Introduction

In order to investigate the effects of interference on an 802.11b receiver, three tools were

used: the ns-3 Network Simulator, the CMU Wireless Emulator, and a Simulink interference

model. This chapter introduces these three tools, and describes the method in using each

of them to set up interference experiments, as well as any validation necessary to prove

the accuracy of each implementation. Whenever interference tests are introduced for any

test, the reference to intended packet describes the received packet from a chosen reference

transmitter source. A reference to interference packet describes the received packet from an

undesirable transmitter source. Signal to interference ratio defines the difference in signal

strengths between the received packets from these two sources.

3.2 ns-3 Wireless Simulator

Despite the rapidly increasing presence of interference in the 802.11b transmission frequen-

cies, interference modeling in network simulators remains limited. Many simulators model

interference from a simple threshold, while others, such as ns-3, rely on a clear channel val-

idated model for interference. In this section, the prodecure to measure three main areas of

interference on packets in ns-3 is explained. These behaviors are: the physical layer capture

effect, single packet preamble interference, and single packet payload interference. These

three aspects consist of the majority of interference cases, and it is important to determine

the characteristics of ns-3 under these three types of interference, before improvements can

be made on the simulator.

For all ns-3 tests, the most current repository was compiled and used (as of April, 2010),

which is available from [3]. The script example ’wifi-simple-interference.cc’, available in

the main repository, was used for all interference tests. This script sets up a three node
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system, with one receiver, one intended transmitter, and one interference transmitter, where

the intended and interference transmitter send packets to the receiver, with the intention

of causing collisions and measuring interference effects. From this script, the interference

delay, packet size, intended transmitter signal strength, and interference transmitter signal

strength can be controlled through input commands. For the purposes of the interferences

tests in this thesis, a slight modification was made to the script to allow for the transmission

of multiple intended and interference packets. All mentions of an interference script refer

to this example script.

3.2.1 Physical Layer Capture Effect

The ns-3 physical layer is composed of a state machine, split into four states: TX, RX,

IDLE, and CCA BUSY. Each node initializes in the IDLE stage, and if the power in the

channel is measured to be above a clear channel assessment (CCA) busy threshold, the

state can switch to CCA BUSY. In both of these stages, any packet above a packet receipt

threshold can be received at any time. When the node begins to transmit a packet, the state

is automatically changed to the TX state, regardless of the current state of the node (it

is the medium access control (MAC) layer’s responsibility to prevent a transmission while

the node is in the RX state, so the physical layer does nothing to avoid this). While the

node is in the TX state, no packets can be received. Finally, the node can switch to the RX

state from the IDLE or CCA BUSY state whenever a packet is received (again, assuming

the packet’s power is above the packet receipt threshold). When in the RX state, the node

cannot receive any further packets.

To test this behavior, the ns-3 example interference script was used, and settings were

calibrated so that the intended packet signal strength was greater than the interference

packet signal strength, the interference delay was negative (so the interference packet was

received before the intended packet), and the number of packets transmitted was set to

1000. With this script, it was found that the ns-3 physical layer did behave as expected,

and that there were no circumstances where an intended packet can be received when the

physical layer is already synchronized to another packet. As detailed further in Chapter 4,
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this behavior is not accurate, and changes are necessary in this area.

3.2.2 Preamble Interference Model

The interference modeling implementation in ns-3 currently has no functionality for the

calculation of the effects of interference during the preamble of a received packet. Any

interference that occurs during a packet preamble is not treated as interference at all. It is

obvious that this behavior is not correct, and Chapter 5 details the recommended changes

for this aspect of interference in ns-3.

3.2.3 Payload Interference Model

In the current ns-3 implementation, payload interference is determined by calculating a

specific bit error rate for a specific region, and then applying this bit error rate as a binomial

distribution on the amount of bits in the region (as described in Chapter 2). To do this, it

first constructs an event array of the power changes in the channel over the time period that

the intended packet is received. This array is able to keep track of changes of interference for

multiple packets, as well as noise or interference existing before the receipt of the intended

packet. In order to actually calculate the packet error rate, the interference helper first splits

the time segment that the packet is received into chunks. Each chunk represents a section

of the received packet (either the header or payload) with a specific interference power level.

Each chunk can only have a single interference power level, and so a received packet with

many changes in interference will have many chunks, while a packet with a constant level of

interference over its time of receipt will only be split into two chunks (header and payload).

Figure 3.1 shows an example of the chunk distribution for a typical scenario where a packet

is received with interference.

After splitting the received packet into chunks, chunk success rates are found for each

section. To do this, the bit rate of the packet, interference power, and time of chunk are

used. The bit rate of the packet is used to decide what base error rate function is used (bit

error rate is different between 1 Mbps and 5.5 Mbps, for example, because the latter uses

CCK coding), the interference power is used to calculate the signal to noise ratio of the
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chunk, and the time segment length is used (in conjunction with the bit rate) to determine

how many bits are in the chunk. Finally, to get chunk success rate, the bit error rate is used

in a summing binomial function which is then raised to the power of the number of bits

in the chunk. Taking all of these chunk success rates and multiplying them together then

results in the packet error rate, which is sent up to the physical layer to determine whether

the packet should be dropped or not.

Figure 3.1: Visual description of where ns-3 splits a packet into chunks for a typical inter-
ference scenario

The majority of the ns-3 interference modeling occurs in the calculation of payload

interference. This model takes into account multiple packet interference, as well as different

methods for every common 802.11b bit-rate, but it does not corroborate with actual receiver

behavior. To test the ns-3 payload interference behavior, the ns-3 example interference script

was used. The intended packet signal strength was set to -82 dBm, so that the effects of

noise in the system would be reduced. The interference packet signal strength was ranged

from -90 dBm to -76 dBm, and the time offset of the interfering signal was ranged from

0 (the interference packet interferes with the intended packet completely) to the length of
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the intended packet (any time offset greater than this, and there would be no interference

occurring on the intended packet). The packet size was set to 1500 bytes, and 2000 packets

were transmitted for each test.

The results of this test show that the ns-3 interference modeling simply treats interfer-

ence as noise, which, as shown in Chapter 6, is only an accurate representation of payload

interference under specific conditions. For all other conditions, a different payload interfer-

ence method must be derived.

3.3 CMU Wireless Emulator

The CMU wireless emulator [1] is an FPGA based wireless network emulator that allows

for the emulation of wireless signals and channels between a series of nodes. Each node is

a wireless device that is physically connected to a central FPGA, which then emulates an

actual wireless channel between nodes. These nodes each have an Atheros card with Madwifi

drivers, and can be set up with completely separate channels between nodes, allowing for,

among many other functions, testing of the most common interference scenarios (such as

hidden terminal).

Figure 3.2: Diagram of the CMU wireless emulator

Currently, there is very little work done investigating the effects of interference on packet

reception with a sub-packet resolution. The main reason for this is the difficulty of setting
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up a consistent and reliable channel between nodes. The CMU emulator does not experience

this difficulty, however, as the channel can be explicitly set up and altered as necessary. In

the emulator, each node pair can be set up with a specific and independent channel from

every other node pair. With this, full channel control is made simple.

Using this tool, a clear channel validation is performed in order to prove the accuracy

of the emulator, followed by single source interference experiments. These experiments are

used to investigate the nature of 802.11 interference, as well as serving as an interference

model for network simulators in the form of a simple lookup table. The results from these

experiments are detailed in Chapter 6.

3.3.1 Clear Channel Experiment and Validation

While there have already been clear channel 802.11b results published for the CMU emu-

lator, many changes have occurred in the system since these results. Because of this, the

current system setup must be validated for clear channel conditions before any interference

tests can be carried out. A simple two node setup was used to measure packet success rate

as a function of received signal strength (RSS). To perform the experiment, one node was

set up as a transmitter, and another as a receiver. The path-loss between these nodes was

set to a certain value in the CMU emulator settings, and 2000 packets were sent from the

transmitter to the receiver. The number of successfully received packets over the total num-

ber of sent packets were then saved as the packet success rate at that path-loss (path-loss

is converted to RSS, in order to match established packet success rate results). This was

repeated for various path-loss values, and for all 802.11b bit-rates (1 Mbps, 2 Mbps, 5.5

Mbps, and 11 Mbps).

The findings from the Clear Channel Experiment closely match with the verified CMU

emulator Clear Channel data reported in [12], effectively validating the system for clear

channel. With these results, interference experiments can be completed with the knowledge

that at least the foundation of the CMU emulator noise response matches actual hardware

results.
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3.3.2 Single Source Interference Experiment

It is intuitive to assume that a simple three node experiment would be sufficient to properly

test the effects of same channel interference on packet reception. To do this, two nodes would

transmit at the same bit rate and channel, and a third node would receive packets from

the other nodes. The transmitting nodes would be synchronized so that one node would

transmit at a given time before the transmission of the second node, allowing an interference

delay offset to be measured. Packet error rate would then be determined as a function

of this interference delay offset. In reality, however, relatively severe timing constraints

exist, due to the operating system present on the nodes. Because of these constraints, any

packet ordered to send on a node is not necessarily transmitted immediately, but within a

certain time window, on the order of milliseconds. This is a difficulty in packet interference,

because an entire packet can be received in as little as a fraction of a millisecond. This

initial experiment must be corrected to take these timing constraints into account.

To remedy this difficulty, a five node experiment was constructed. In this experiment,

the nodes are referred to as: the transmitter, the interferer, the receiver, and the two sinks.

The receiver and the first sink can receive packets from the transmitter, while the receiver

and the second sink can receive packets from the interferer. No other node propagation

combination was allowed (these channels implement an infinite propagation loss on the

CMU emulator). The propagation loss between the transmitter and the first sink, as well

as the interferer and the second sink, was kept at a minimum, so that these sinks will pick

up every single packet sent from the corresponding node. The propagation loss from the

transmitter to the receiver, and from the interferer to the receiver, was kept as two variables,

in order to test the effect of signal to interference ratio and packet loss. Figure 3.3 shows

the node topography.

To solve the previously mentioned timing problem, propagation delays between the nodes

were set to zero. This allows the sinks to receive packets from the corresponding nodes at the

exact same time the receiver node receives the packets (the channel is much more robust

in terms of timing, due to the reliance on an FPGA for its model). The first sink can

then be used to see the exact time that each packet from the transmitter was received, the
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Figure 3.3: CMU Emulator Interference Experiment Node Topography

second sink can see the exact time that each packet from the interferer was received, and the

receiver node can see whether the packet was resolved or dropped. Next, the transmitter

and the interferer node were set to send packets at slightly varying time intervals. It is

not possible to directly set the location in the transmitted packet where interference starts

with this setup, but it can be seen exactly how the transmitted and interference packet

match each other, and with enough runs of the experiment over different transmit intervals

for both the transmitter and interferer, data can be gained for all offsets of the interfering

packet versus the transmitting packet. Figure 3.4 shows how the transmitter with a certain

transmit interval, and the interferer with a slightly different transmit interval, can produce

data with different offsets of the interfering and transmitting packet.

These interference tests were completed with 802.11b, and all four bit rates were tested

(1 Mbps, 2 Mbps, 5.5 Mbps, 11 Mbps). Packet size was set to 1500 bytes, and packets

were sent via broadcast, to prevent retry attempts. Also, all the nodes were connected to

a central, ’local access network’ node, which kept the node timings synchronized through

the use of periodically sent broadcast packets. In order to determine the synchronization

accuracy of this setup, the timestamps from the receiver node packets were compared to
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Figure 3.4: Packet overlaps with transmitter and interference source sending packets at
slightly different time intervals

the timestamps from the corresponding packets from either sink node. It was found that

in nearly all cases, the receiver node packet timestamps remained within 20 microseconds

from the corresponding packet timestamps from either sink one or sink two. This suggests a

timing accuracy suitable for payload interference tests, but not necessarily accurate enough

for preamble interference tests. Because of this, the scope of the experiment was limited to

payload interference.

3.3.3 Emulator accuracy and validation

Since there is little existing research investigating the effects of interference on packet error

rate for a sub-packet resolution, any measured results from interference tests cannot be

easily correlated with existing results. Instead, results must be validated with controlled

measurements of different aspects of the experiment, and sources of error must be minimized.

The different aspects of the experiment that may contribute to inaccuracy in the data

include: timestamp offset, received signal strength, clear channel results, and specific node

characteristics. In order to ensure that the packet received at each sink and the receiver

are the same, a unique transmission number was added to each broadcast packet from the

transmitter and the interferer. Also, the method to receive packet information was to use

the ’tcpdump’ program set on a monitor port at both sinks and on the receiver.
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Packet timestamp offset

To determine exactly the packet activity of the system, the timestamps corresponding to

each received packet were referred to. These timestamps were synchronized among all

the nodes through the use of small beacon packets periodically distributed through the

local access network. Since the experiment involves sending large packets at a rapid rate,

there are no assurances as to whether the monitor nodes are able to receive these beacons

and stay synchronized. It is important that this synchronization is maintained, because a

large inconsistency between the timestamps of a packet received at a sink node and the

receiver would prevent an accurate reconstruction of the channel activity. To test for node

synchronization, the timestamp for each packet resolved by the receiver during a normal

experiment was compared to the timestamp for the corresponding packet from the sink

node (either the first or second sink, depending on whether the receiver packet was from

the intended source, or interference source, respectively). The difference between these two

timestamps was saved for each packet pair, and statistics were established for this data over

all of the experiments run. It was found that that the variance in these timestamp differences

was no greater than 20 microseconds for all experiments, and that outliers (timestamp

differences greater than 50 microseconds) were extremely rare. Figure 3.5 shows an example

stem plot of the timestamp offsets for all packets during a single experiment.

The variance range suggests that the timestamp offset between the receiver and sinks is

consistent, and is accurate on the order of approximately 20 microseconds. Thus, in order

to provide compelling channel activity reconstruction, the granularity of the measurements

must be greater than 20 to 30 microseconds. This means that the results cannot accu-

rately be used to determine the effects of interference in the packet preamble and header

(which are received in approximately 96 microseconds), but can be used to determine the

effects of interference in the payload, which is received on the order of milliseconds. These

measurements show that the receiver remains adequately synchronized to the sink nodes

throughout the experiment, and that the packet timestamps are consistent among nodes,

suggesting that packet receipt times are being adequately determined.
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Figure 3.5: Timestamp offsets for each packet. An offset is defined as the difference between
the timestamp and the receiver and the timestamp at the corresponding sink, for a specific
packet

Received Signal Strength (RSS)

The RSS registers on the CMU emulator nodes are not calibrated, so these values are only

consistent to a resolution of about one to two dB. A more accurate method to calculate the

RSS for each packet in the CMU emulator is to take the transmission power of the packet

and subtract the set pathloss of the channel. Since results are being measured on the order

of a single dB, the RSS dB values must be extremely accurate. The same clear channel test

detailed above was performed for each sink node, ensuring that this method of finding RSS

for each packet was accurate. These clear channel experiments showed that the method of

taking the transmission power and subtracting the pathloss to get the proper RSS value is

in fact an accurate method, and is not an important source of error in this experiment.

Non-interfering Channel Results

In order to ensure that both sink nodes are working properly throughout the experiment,

a count of all the packets received was made at both sinks (since there is no interference at
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these sinks, these are considered clear channel results). This count was then matched to the

total transmitted packet counts at the intended and interference source. A simple packet

error rate was then determined by the division of the received packet counts at the sinks by

the transmitted packet counts at the intended/interference source. This packet error rate

was found to be less than .001 in all cases, suggesting that each sink node did not fail and

worked as expected for all experiments.

Clear channel results could not be run on the receiver node concurrently with the inter-

ference tests, so a clear channel test was performed on the receiver node before and after

each interference test (where 2000 packets were sent from the transmitter to the receiver,

and the packet success rate was determined from this result). This process resulted in a

packet error rate of less than .001 for all experiments, which ensured that the clear channel

response for the receiver remained appropriate throughout the experiment process. Also,

timestamp offset results remained within acceptable values for all measured experiments,

which suggest the receiver performed as expected for the experiments.

3.3.4 Result Presentation

The CMU Emulator interference experiment results presented throughout the thesis com-

monly are arranged in the form shown in Figure 3.6. This figure shows an example graph

describing the regions of interest for the experiment results. This data was created by mea-

suring collisions in all of the situations where the first sink node measured a packet’s time

stamp that was within a certain range of a packet’s time stamp measured by the second sink

node. These situations were added up to form a total collisions array. Next, the receiver

node was referred to, and for each collision, it was determined if the receiver node was

able to resolve a packet from the desired transmitter, or if the packet was dropped. The

number of packets resolved in favor of the desired transmitter, divided by the total number

of collisions in the region of interest, formed the packet success ratio as seen in these graphs.

Each stem represents the percentage of collisions resolved at each delay value, where delay

is defined as the time interference packet is received minus the time transmitter packet is

received (For example, a stem at delay = 2 milliseconds with the value .78 means that 78
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percent of collisions were resolved in favor of the desired packet, when the desired packet

arrived at time x and the interference packet arrived at time x+2ms). In order to reduce

the visual noisiness of the data, the values were binned into delay time groups equal to

approximately 2 percent of the packet length for each bit-rate.

Figure 3.6: Example layout for CMU emulator experiment results. The figure represents
packet success rate as a function of time delay, where time delay is defined as the absolute
time that the interference packet arrived, minus the absolute time that the intended packet
arrived.

3.4 Simulink WLAN Interference Model

While the CMU emulator data provides an important resource for simulating interference

in network models, it does not provide for a more fundamental understanding of the basic

causes of interference effects. A Simulink interference model is then used to more fully

understand 802.11b interference. Since there are many aspects in a hardware receiver that

are difficult to accurately model in software, this model is not used as a standard to judge

the exact behaviors of interference. Instead, the Simulink interference model is used to

provide insight into the different aspects of interference, and how important each aspect is.
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This model is built to match the IEEE 802.11b standard as closely as possible, in order to

reduce any source of error within experiment results. With the use of this software model,

interference characteristics can be investigated at the bit level, the chip level, or even at the

sub-chip level, which is difficult to perform with hardware testing.

3.4.1 802.11b Receiver Technical Background

A normal 802.11b receiver is implemented at the physical layer as a state machine with four

main sections. These sections are the Sync, the SFD, the header, and the payload sections.

For a packet to be accepted by the physical layer, it must successfully pass all four sections.

Figure 3.7 shows the entire receiver state machine, including these four sections.

Sync Section

In the Sync section, the receiver must correctly detect and synchronize to an incoming

packet. If the receiver fails to do this, either the presence of the packet will not be known,

and decoding will never begin, or the receiver will not be able to correctly decode incoming

bits since it is not properly synchronized to the packet. In order to properly detect an

incoming packet, a receiver must detect the energy in the channel, and when it reaches a

certain threshold, decoding is started. An upper bound for this threshold is stated in the

IEEE standard as being between -70 and -80 dBm, depending on the transmission power.

Since the noise floor in most channels typically remains at -100 dBm, 802.11b receivers must

correctly detect a packet if it is 20-30 dBm above the noise floor. Most receivers lower this

threshold substantially, and are able to detect packets very close to the noise floor.

Once detection has occurred, synchronization is attempted. In 802.11b, each symbol is

spread using an 11-chip Barker code. Due to the nature of the code, there is an enormous

correlation peak with itself, but when correlating the sequence against even a slightly delayed

version of itself, correlation is very small. Because of this, a simple rake receiver is used to

correlate incoming data and to determine the beginning of a symbol. This rake receiver is

11 taps long, and samples the data every 1/11 microseconds. In the Sync stage, the greatest

peak from this receiver is likely the beginning of a bit, and the receiver synchronizes itself
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Figure 3.7: 802.11b PLCP Receiver State Machine, courtesy of [7]

accordingly.

An 802.11b preamble allows 128 bits, transmitted at 1 Mbps (or 56 bits, in the case of

a short preamble) for the Sync stage. Additionally, the IEEE standard suggests that the

packet detection occur in less than 15 microseconds [5], in order for there to be enough time

for synchronization and other receiver initialization duties.

SFD Section

Once the packet is detected and synchronized, the receiver begins to search for the SFD

sequence in the packet preamble. This sequence is merely a 16 bit specific sequence of
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bits that informs the receiver that this is an 802.11b packet (the SFD is reversed for short

preamble). If the receiver finds this exact sequence, then it begins decoding the header.

Otherwise, packet decoding stops after a certain timeout.

Header Section

The packet header is used to gain information about the packet length and transmission

rate. The header is transmitted at 1 Mbps (or 2 Mbps for short preamble), and ensures

that the transmission bit-rate is supported, as well as ensuring that the CRC is passed. If

either of these are not accomplished, decoding of the packet is stopped, and the packet is

dropped.

Payload Section

Since the physical layer does not deal with the contents of an 802.11b payload, the only

test at this section is to make sure that the 32-bit CRC at the end of the packet passes. If

it does, then the payload data is passed up to a higher layer for further processing. If the

CRC does not pass, the packet is dropped.

3.4.2 The Four Stage Simulink Interference Model

The Matlab Communications Toolbox includes a Simulink 802.11b WLAN PHY demo. This

demo determines bit error rates for different channel conditions, and it assumes perfect syn-

chronization. The underlying framework is accurate, and matches clear channel validations.

In order for this to be used in interference modeling tests, additions were made to imple-

ment a four stage packet detection model. These stages were developed around the 802.11b

receiver state machine. In the updated Simulink model, there are four stages that must be

passed for a packet to be accepted. These stages are the energy detection stage, the SFD

detection stage, the Header CRC stage, and the Payload CRC stage. They are designed

to be IEEE 802.11b compliant. In addition to these stages, some other small additions

to the original Simulink 802.11b WLAN PHY model were explored, but it was found that

these additions either made little difference towards overall packet success rate, or were too
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unpredictable for measurement at this stage, and they were dropped for the purposes of

these tests.

Energy Detection Stage

For this stage, samples for the first 15 microseconds (this is the maximum amount of time

for packet detection according to IEEE) of each packet are buffered, and the variance of

these samples is taken, in order to receive an energy detection value. This value is compared

to the given threshold (set at -76 dBm to comply with IEEE), and if it remains above the

threshold, then this stage passes.

SFD Detection Stage

This stage is extremely simple, as simply the received bits in the SFD section are compared

to the specific pattern. If there are no errors in these bits, then this stage passes.

Header CRC Stage

A CRC calculation and checking block was added to the original Simulink model in order to

implement this stage. A CRC is calculated for the header bits and appended to the header

(as described in the IEEE 802.11b standard) at transmission. At reception, the header CRC

is determined, and if it passes the CRC check, then this stage passes.

Payload CRC Stage

Similarly to the header CRC stage, the Simulink model was updated in order to add CRC

functionality, by adding a CRC block at the end of the packet payload. The CRC value of

the received signal is calculated, and if the CRC check passes, then this stage passes.

Other Additions

In addition to the four stages added to the original Simulink 802.11b WLAN model, some

implementation specific additions were explored in an attempt to create a model that more

closely matches an actual receiver. These additions were automatic gain control, and offset
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calibration. To implement the automatic gain control, the peak energy was detected in

the SYNC field of the receiver. This peak was then used as a normalizing factor, and

all incoming samples were scaled by this offset. To implement the offset calibration, four

rake correlators were added in the SYNC stage, in a similar implementation to [16]. These

correlators each had 11 taps and measured the samples 1/11 microseconds apart, but at

slightly different offsets from each other. The correlator with the highest correlation value

was determined as the proper bit synchronization. For the entire packet SYNC field, this

detection ran, and the highest overall correlation peak was determined to be the proper

position for bit synchronization of the packet. If this wasn’t the correct synchronization for

the incoming packet, then it was assumed that a bit error could eventually result, and the

packet was dropped, due to an imminent header CRC or a payload CRC error.

It was found that the automatic gain control made absolutely no effect on packet error

rate. This is true because the software receiver locates the nearest neighbor symbol for

each received symbol, and scaling this symbol strength will retain the distance ratios to

each symbol in the constellation map. The second addition, offset calibration, did effect

packet success ratio to a considerable degree. However, it is difficult to be certain that an

actual 802.11b receiver uses this method for offset calibration, and a decision was made to

remove the aspects of the receiver that weren’t necessarily standardized in the IEEE 802.11

document, so this addition was removed as well..

3.4.3 Clear Channel Validation

An important step in ensuring the Simulink Interference Model accurately reflects an actual

802.11 receiver is to test the simulator in additive white gaussian noise, through a clear

channel validation. The original Simulink 802.11b WLAN model was set up to investigate

the bit error rate behavior as a result of a noise channel, but there were no packet error rate

calculations. The four stage Simulink model detailed above fixes this shortcoming, allowing

packet error rate to be determined as a function of signal to noise ratio. To carry out the

clear channel validation, 1000 packets were transmitted/received at each SNR ranging from

-8 to 12 dB, in 1 dB increments. This was performed for each 802.11b bit-rate. Figure 3.8
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shows the results of the Simulink clear channel tests.

Figure 3.8: Clear Channel Behavior for Simulink versus ns-3. Both of these implementations
match the packet success rate clear channel calculations from Equations 2.1-2.8

It is apparent that the four stage Simulink interference model indeed matches validated

clear channel results. This suggests that the basic demodulation and chip de-spreading at

the receiver is correct, as both of these aspects are large factors for receiver behavior in an

additive white gaussian noise channel.
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3.4.4 Single Source Interference Results

Once the clear channel case has been validated, interference tests can be performed. For

these tests, an additional transmitter was created, and the transmitted interference packet

was added to the original transmitter’s packet. The interference packet was delayed by

a specific amount prior to being added to the original packet, in order to determine the

effects of packet interference on offset delay. The noise floor with respect to the intended

transmitter was kept as a variable, and ranged among the critical region for each bit-

rate (802.11 bit-rates typically are effected by noise at an SNR of -6 to 8 dB). Finally, a

gain variable was introduced in the interference transmitter, so that the effects of packet

reception from signal to interference ratio could be determined. For every SIR and offset

delay combination, 1000 packets were transmitted/received.

3.4.5 1Mbps Interference Validation

To additionally prove that the Simulink Interference Model produces appropriate results, the

results from the 1Mbps interference analysis in Section 2.2.6 were compared to the output

of the Simulink tests. In the 1Mbps interference analysis, Equations 2.13-2.15 were used

to calculate a packet error rate as a function of signal to noise ratio, signal to interference

ratio, and interference offset τ . A bit sequence of 8192 intended bits was calculated, and

the packet error rate resulting from these equations was directly compared to the Simulink

results (for corresponding SNR, SIR, and τ offset values). In the Simulink Interference

Model, 1000 packets were transmitted/received for every corresponding τ , SNR and SIR

combination.

Figure 3.9 shows a comparison between packet error rates of the Simulink Interference

Model, and the 1Mbps interference analysis. Signal to noise ratio is set to 0 dB, signal

to interference ratio is set to -6 dB, and the interference offset τ is varied from 0 to 1

microsecond. The packet size in this experiment was set to 1024 bytes, or (1024 ∗ 8) 8192

bits. As shown in the comparison figure, both the Simulink Interference Model and the

1Mbps interference analysis form a beta distribution as a function of the τ offset. This

distribution is very similar between both implementations, however the Simulink model
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displays some noisiness in the packet error rates when τ is approximately between .1 and .9

microseconds. The reason for this noisiness is due to the pulse shaping filter implemented

in the Simulink model. When the filter is removed, and tests are run, the Simulink model

and the interference analysis show nearly identical results (as seen in Figure 3.9).

Figure 3.9: Comparison graph between results from the Simulink Interference Model (with
and without the pulse shaping filter) and the 1Mbps Interference Analysis (determined
from the packet error rate calculation in Equation 2.15). Packet error rates are shown as a
function of τ interference offset. SIR = -6 dB, and SNR = 0 dB.

For the next set of comparisons, the packet error rates of both implementations were

compared by averaging the τ offset as it ranged from 0 to 1 microsecond, and varying both

signal to noise ratio and signal to interference ratio. Figure 3.10 shows a comparison between

the Simulink Interference Model and the 1Mbps interference analysis as SIR is ranged from

-8 to 8 dB (and SNR is kept constant at 0 dB), and Figure 3.11 shows a comparison between

the two models as SNR is ranged from -5 to 5 (and SIR is kept constant at 0 dB). The two

models exhibit very similar results in most cases, with only small increases in packet error

rate in the Simulink model due to the pulse shaping filter, occurring at low SIR values.

These results suggest that the Simulink Interference Model exhibits reasonable behavior at

1Mbps, and can be characterized by a simple packet error rate analysis.
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Figure 3.10: Comparison graph between results from the Simulink Interference Model and
the 1Mbps Interference Analysis (determined from the packet error rate calculation in Equa-
tion 2.15). Packet error rates are shown as a function of SIR. For this case, SNR = 0 dB.

Further bit-rates were not tested (2Mbps, 5.5Mbps, and 11Mbps), but it is assumed that

a similar analysis and testing could be performed with comparable results. The Simulink

Interference Model allows for an easy change in bit-rate transmission, thus experiments val-

idating other bit-rates can be performed with little change to the experiment methodology.

3.4.6 Potential Sources of Error

Despite extensive efforts to create a simulator that closely models actual hardware, there are

still many potential sources of error that could effect results. These errors could result from

differences in algorithm implementation, additional features in the hardware, inaccuracies

introduced from hardware, and the transition from analog to digital signals. Of these

reasons, signal synchronization is the area that likely separates the Simulink interference

model from an actual hardware receiver to the highest degree. In a hardware 802.11b

receiver, the main correlator can drift as much as 1/11 microseconds during the reception

of a single bit [16]. Hardware receivers implement multiple rake correlators to help correct
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Figure 3.11: Comparison graph between results from the Simulink Interference Model and
the 1Mbps Interference Analysis (determined from the packet error rate calculation in Equa-
tion 2.15). Packet error rates are shown as a function of SNR. For this case, SIR = 0 dB.

this drift. In noise, this is not typically a problem, as it is highly unlikely this noise will

provide a false correlation peak that will force the receiver to incorrectly synchronize. In

interference, however, it is possible for the receiver to synchronize to an interference bit,

introducing the possibility for the receiver to decode an incorrect bit, and the original packet

to be dropped. Without a thorough investigation on the true nature of this receiver drift, it

is difficult to model this in software, and so the four stage Simulink interference model does

not take into account this behavior. There is no data on the total effects of the receiver

drift, but it is likely that this is the cause for the discrepancy between the Simulink model

and with hardware, and may explain the inconsistencies between the Simulink and CMU

emulator results.

Other sources of error include the automatic gain control, and in frequency offset estima-

tion. The Simulink implementation of automatic gain control normalized every sample by

the largest measured power value. This is a passive method of automatic gain control that

only measures the channel power for a short time and normalizes by a calculated constant.
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This is similar to the actual implementation for automatic gain control, however, a difference

occurs in the possibility for overflow and underflow. In the Simulink model, all samples are

propagated as real numbers, while a hardware receiver analog-to-digital converter merely

converts input signals to a certain number of bits. Automatic gain control attenuates the

higher order bits in a hardware receiver, and interference arriving later during packet re-

ception can then cause either a conversion overflow or underflow, as described in [8]. This

could cause differences in behavior that the Simulink model did not take into account. Also,

all 802.11b receivers utilize a frequency offset estimation that the Simulink model does not

explore at all. This is likely cause of only marginal differences between hardware receivers

and the simulator.

For future experimentation, it is necessary for the Simulink model to address these areas

of potential error.
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Chapter 4

PHYSICAL LAYER CAPTURE EFFECT

4.1 Introduction

The physical layer capture describes the behavior of a receiver when capturing a packet.

While the physical layer capture behavior in many network simulators, such as ns-3, is to

synchronize to an initial packet, and to not accept any additional packets until processing

on the initial packet is finished, prior research [10] has shown that this behavior is not

correct for all receiver implementations. According to [10], a receiver can exhibit behavior

referred to as the ’physical layer capture effect’, which is the case in which a receiver can

synchronize to a new packet even if it is already synchronized to a current packet. In [10], it

was found that this situation occurred whenever the followup packet was of a higher signal

strength than the original packet. While it is difficult to truly determine whether this effect

matches threshold based behavior, or if more complicated models are necessary, this study

shows that this effect exists, and that it accounts for a large difference in packet reception

behavior.

4.2 Experimental Results

From ns-3 interference tests, it was found that the simulator does not model this physical

layer capture effect, and that in all cases, when a receiver was synchronized to an initial

packet, it would not synchronize to an incoming packet. Since this is a clear difference

between ns-3 results and data from [10], these differences must be reconciled.

To further verify the capture effect, results from the CMU Emulator Interference tests

were consulted. There was little evidence of the physical layer capture effect for the 1 Mbps

and 5.5 Mbps cases in the CMU Emulator results, and the rate of success for this capture

effect remained below 5 percent under all signal to interference ratio combinations and

interference time delay offsets that were tested. For the 2 Mbps and 11 Mbps cases, evidence
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of the capture effect became evident in high signal to interference ratios. Figure 4.1 shows the

example receiver behavior when interference occurs for 2 Mbps at a signal to interference

ratio of 8 dB. The negative time delays represent collisions where the interference was

synchronized to the receiver before the intended packet was received. The positive packet

success rates when time delay is negative provides clear evidence of the physical layer capture

effect. In this case, it is evident that the capture effect contributed for packet success rates

of greater than 30 percent.

Figure 4.1: CMU Emulator interference test for 2 Mbps and SIR = 8 dB. Figure shows
packet success rate versus time delay of interference source.

Figure 4.2 shows another example from the CMU Emulator interference tests, with an 11

Mbps transmitted signal with a signal to interference ratio that ranges from 4 dB to 8 dB.

Again, the negative time delays represent collisions where the interference was synchronized

to the receiver before the intended packet was received, and the packet success rates during

these negative delays represent evidence of the physical layer capture effect. In this case,

when the packets are transmitted at a signal to interference ratio of 4 dB, there is no evidence

of the capture effect. When the signal to interference rate is increased, the packet success
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rate for the capture effect scenario increases, with a packet success rate of approximately

10 percent when signal to interference rate equals 8 dB.

These results show evidence of the capture effect, but under different cases as those

witnessed by [10]. Where [10] observed the capture effect occurring in most situations

where the signal to interference ratio was above 0 dB, the CMU Emulator interference

results only perceived the capture effect when signal to interference ratio was very high (6

dB and above), and only for specific bit-rates. Until these differences are reconciled, it is

clear that an interference model implementation of the capture effect must be able to easily

account for either result.

4.3 ns-3 Physical Layer Changes

While it is confirmed that the ns-3 main repository currently has no model for the physical

layer capture effect, some ns-3 contributed code has this functionality implemented. This

project includes wifi enhancements to the current ns-3 model, with a focus on the wifi

physical layer (located at: http://code.nsnam.org/timob/ns-3-wifiex/). The basic physical

layer included in ns-3 is preserved here, with simple code additions to the RX state in order

to include the capture effect. In this implementation, if a node is in the RX state (receiving

an initial packet), it can drop the initial packet in favor of a second packet, given that the

second packet’s signal strength is greater than a certain threshold. There is also the ability

to set two different thresholds for two capture effect cases (the case when a second packet

arrives at a receiver when it is decoding the first packet’s preamble, or the case when a

packet arrives when the receiver is decoding the first packet’s payload). Flags can be set or

removed for these cases, so the capture effect can be removed for one or both of these cases.

The simplicity of this threshold based approximation for the capture effect is suitable

as an initial implementation. The current capture effect implementation in the ns-3 wifi

enhancements side-project only include thresholds for 1Mbps and 2Mbps, and both of these

thresholds use data from the IEEE 802.15 on 802.11 interference study [6]. In this case, a

threshold for a specific bit-rate is determined as the signal to noise ratio where bit error

rate is less than 10−9, which according to [6] is 5 dB for 1Mbps and 8 dB for 2Mbps.

These thresholds are equivalent for both capture effect cases. As contrast, the current ns-2
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repository [2] sets defaults for these thresholds at 5 dB for the case when the second packet

arrives when the receiver is decoding the first packet’s preamble and 10 dB for the case when

the second packet arrives while the receiver is decoding the first packet’s payload. These

thresholds are the same for all bit-rates. While CMU Emulator Interference data was not

collected at high enough signal to interference ratios to determine if the ns-2 capture effect

thresholds are correct, it is recommended that these defaults be extended to ns-3, as they

represent upper limit thresholds for all bit-rates.

4.4 Conclusion

The physical layer capture effect is a receiver capture behavior that can account for up to 50

percent of the throughput in a wireless network [10]. The presence of the effect is evident in

both the CMU Emulator interference tests performed in this thesis, as well as the hardware

experiments performed by [10]. In addition, capture effect functionality is simple to add to

the ns-3 network simulator, and does not effect any behavior outside of the specific addition.

It is clear then, that accounting for the capture effect is beneficial for ns-3 and would allow

for a more accurate interference model.
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Figure 4.2: CMU Emulator interference test for 11 Mbps and SIR ranging from 4 dB to 8
dB. Each graph shows packet success rate versus time delay of interference source.
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Chapter 5

PREAMBLE INTERFERENCE MODELING

5.1 Introduction

Preamble interference refers to interference that occurs when a receiver is decoding a packet’s

preamble. This is perhaps the most difficult area of interference to model, because there

are many duties that the receiver must complete during the preamble in order to properly

synchronize to the incoming packet, and the methods to accomplish these duties can greatly

range between receiver implementations. These duties include energy detection, automatic

gain control, and packet synchronization, three functions that are not necessarily robust

to interference. Also, as described in [8], specific types of interference during a preamble

can greatly effect packet error rate behavior, as the gain detection and synchronization

functions can be easily exploited. The ns-3 Wireless Simulator currently has no functionality

to calculate any of these interference behaviors during a packet’s preamble, which is clearly

inaccurate.

5.2 Experimental Results

The preamble interference results presented in [9] (these results are introduced in Section

2.2.5, and reproduced here for convenience. Please refer to Figure 5.1), provide a very useful

reference for packet preamble interference. Figure 5.1 shows the reception behavior of a

packet under interference, when the interference source is delayed by up to 96 microseconds

(the length of the intended packet preamble and header).

The experiments were performed with packets operating with a short preamble, which

allocates 72 bits, transmitted at 1 Mbps, for the preamble. This implies that it takes 72

microseconds for a short preamble to be received. However, the results show that it is

imperative that the receiver synchronize to the packet without interference during the first

32 microseconds of its receipt (at the 1Mbps and 2 Mbps bit-rates), with a 4 dB improvement
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Figure 5.1: Packet capture versus interference delay (Courtesty of [9]). For the 1Mbps
and 2Mbps bit-rates, interference negatively impacts the reception probability to a greater
degree when it starts during the preamble.

in packet success rate behavior when the interference delay is greater than 32 microseconds.

For the 5.5Mbps and 11Mbps bit-rates, it is necessary to receive the first 3 microseconds

of the packet without interference, after which the probability of packet receipt increases

dramatically. For these higher bit-rates, it appears that the effects of preamble interference

are not substantial past these first 3 microseconds, thus it is likely that payload interference

dominates preamble interference effects in these cases.

While the CMU Wireless Emulator interference tests measured in this thesis do not

have a timing accuracy precise enough to measure and corroborate with the exact preamble

interference results from [9], they can be used to generally determine whether both tests

produce similar results. To do this, the results from Figure 5.1 were referred with interfer-

ence delay values greater than 46 microseconds, and was compared to corresponding CMU

Emulator data gathered in this thesis. The results in Figure 5.1 are constant for nearly

50 microseconds (46 to 96 microseconds), and therefore can be accurately compared to the
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CMU Emulator interference tests gathered in this thesis, despite the timing inaccuracies

shown in these experiments (see Chapter 3).

Figure 5.2 shows the result of comparing the data in [9] and the CMU Emulator inter-

ferences tests observed in this thesis, when the interference offset delay was equal to roughly

96 microseconds. For curves from the [9] results, the raw data was consulted, and an aver-

age was determined for all interference offset delay values between 44.8 microseconds and

96 microseconds, which consist of approximately 3,600 packets per bit-rate and signal to

interference ratio combination. In the CMU Emulator interference tests, five experiments

were performed for every bit-rate and signal to interference ratio combination. These ex-

periments were compared and averaged, to insure that results are accurate and repeatable.

The resulting data was then averaged over all interference offset delay values ranging from

60 microseconds to 120 microseconds, which consist of roughly 1,080 packets per bit-rate

and signal to interference ratio combination.

The results match reasonably between the two sources, with packet success rate curves

that generally corroborate for all bit-rates. This is an important result, especially since the

methods to generate the data for both sources were extremely varied, in two areas. The

first methodology difference is in the experiment setup. For the results in [9], a special

FPGA function was made available that changed the channel behavior on the order of

microseconds, where the interference results collected in this thesis do not use this function.

The second difference is in a slight modification to the experiment. For the results in [9],

all bit-rates were interfered with a 1Mbps signal, while in the results from this thesis, all

bit-rates were interfered with a signal of the same bit-rate. This provides evidence that

differing bit-rate interference behaves similarly to same bit-rate interference. Finally, the

corroboration of both sets of data ensures that the CMU Emulator behavior has remained

consistent, and that the preamble interference results determined from [9] remain accurate.

5.3 ns-3 Preamble Interference Additions

In order to allow for preamble interference functionality in ns-3, it is recommended that the

results from [9] be added as a lookup table. This lookup table would resolve events with

single source interference. While it is feasible that multiple source interference would occur
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in a wireless network system, this single source interference contributes to the majority

of interference cases, and as a result this lookup table would provide a beneficial first

step towards the improvement of the preamble interference modeling in ns-3. Appendix

B displays the raw data from the interference results in [9], in the form that the lookup

table would be integrated. There are two axis for the table: signal to interference ratio,

and interference offset delay (up to the length of the packet preamble and header). In this

table’s implementation, the assumption is that noise is low (these tests were conducted with

the transmitter ranging from -92 dBm to -72 dBm, where the noise floor is approximately

-100 dBm). Cases when noise is low (approximately equal or below the noise floor), the

current ns-3 noise as interference model would be used to calculate packet error ratio.

The addition of this lookup table should be implemented as an alternate interference-

helper class in ns-3, to allow for the easy selection of this lookup table based interference

modeling approach, and the current ns-3 approach. Since ns-3 currently does nothing to

resolve preamble interference, it is clear that the addition of this data would improve the

simulator.

5.4 Conclusion

While preamble interference is perhaps the most complicated aspect of interference to cal-

culate in reality, ns-3 currently does nothing to determine the behaviors of this interference.

To remedy this, a lookup table from the results gathered in [9] is presented, and recom-

mended for implementation in ns-3. This lookup table has been roughly validated with

additional CMU Emulator interference tests, and its addition would prove to beneficially

change the preamble interference modeling in ns-3.
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Figure 5.2: Packet success rate versus signal to interference ratio compared between the
CMU Emulator interference tests gathered in this thesis (referred to as ’UW’) and the
results from [9] (referred to as ’Judd’). These packet success rates were measured when
interference offset delay was varied between roughly 60 to 120 microseconds for the UW
results and 44.8 to 96 microseconds for the Judd results.
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Chapter 6

PAYLOAD INTERFERENCE MODELING

6.1 Introduction

Payload Interference refers to the interference that occurs when a receiver is decoding a

packet payload. The occurrence of this type of interference is generally more likely than

preamble interference, especially because a packet payload bit length is typically orders of

magnitude greater than the packet preamble bit length. Because of this, modeling pay-

load interference is perhaps the most important aspect of creating an accurate interference

simulator. Many network simulators use either a threshold based approach to interference

modeling, or treat the interference as additional noise. Both methods do not necessarily

model interference accurately, so it is important to determine the specific conditions that the

current interference model is inaccurate. This chapter studies where modeling interference

as noise is appropriate, and where a new model must be implemented, as well as suggesting

a lookup table to be used for modeling the most common interference case: single source

payload interference.

6.2 Treating Interference as Noise

The ns-3 Network Simulator currently calculates payload interference by treating all inter-

ference as noise, and determining bit error rates and packet error rates due to common

noise behavior equations for 1Mbps, 2Mbps, 5.5Mbps, and 11Mbps. In order to determine

the effectiveness of this implementation, it becomes necessary to specify in what situations

this is an adequate approximation. To provide this information, the Simulink Interference

Model was initially consulted. Data was gathered on packet error rates as a function of

signal to noise ratio and signal to interference ratio, for the 1Mbps bit-rate. The number

of bits that the interference occurred over was set to 8192 bits, and results were averaged

for tests with interference offset delay values ranging over 1 microsecond. Results from this
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experiment were then compared to results from interference tests on ns-3, with equivalent

settings for SNR, SIR, and bits that interference occurred over. The differences in packet

error rates from these two implementations is shown as a function of both SNR and SIR,

in Figure 6.1.

Figure 6.1: Heat map showing the difference in packet error rate between the Simulink
Interference Model and the ns-3 interference implementation of treating interference as noise,
tested at 1Mbps. The colors refer to the determined ns-3 packet error rate, subtracted by
the packet error rate from the Simulink Interference Model, at each SIR and SNR value. The
ns-3 implementation matches the packet error rate calculations as described in Equations
2.1 and 2.2.

This figure shows that when SNR is very low (-4 dB and below), there is little difference

in tests with an actual interference source, or with approximating the interference as noise.

As SNR is increased, however, the difference between the two implementations becomes

large, especially at low SIR. The ns-3 interference model exhibits very high packet error

rate values in the high SNR, low SIR region (where there is a low level of noise and a high

level of interference), however the Simulink interference model shows relatively low packet

error rate values in this region. The differences between the two implementations in these

high SNR, low SIR cases suggest that it is important for this region to be studied further.
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As SIR is increased, and is greater than 0 dB, the difference between implementations is

lessened, for all SNR. When SIR is sufficiently high, both the ns-3 interference and Simulink

interference model responses are very similar. The heat map shows that for 1Mbps, the

current ns-3 interference model corroborates with the Simulink interference model either

when signal to interference ratio is sufficiently high (greater than 0 dB in this case), or

when signal to noise ratio is sufficiently low (smaller than -4 in this case), and for most

other cases, the two models do not match.

6.3 Single Source Interference Experimental Results

It is clear that there are specific cases where the ns3 interference model results must be

studied further. To provide alternate data for one of these cases, the case of single source

interference in a low noise channel, the CMU Wireless Emulator was used. Interference

tests from the emulator were used to compare against the ns-3 interference as noise imple-

mentation, as well as to provide a lookup table as an alternative interference model to more

accurately model single source interference in network simulators.

Appendix A shows figures that describe the results of the CMU Emulator tests, grouped

by bit-rate. Each figure represents a certain pathloss combination (between the transmitter

to receiver channel and the interference to receiver channel), with the difference in pathloss

between the two channels equaling the signal to interference ratio.

For 1Mbps, the payload interference behavior of these figures increases gradually, with

the packet success rate proportionately increasing as the delay offset of the interference

packet increases. This behavior is similar for 2Mbps, however the packet success rate slopes

are much shallower for most signal to interference ratios. In 5.5Mbps, packet success rate

remains relatively constant as interference delay offset is increased, with large changes only

occurring at very low or very high interference delay offsets. At 11Mbps, the slope of the

packet success rate increases as the interference offset delay increases. This only occurs for

one signal to interference ratio combination, and with higher signal to interference ratios,

the packet success rate is very high. The behavior of the packet success rate slopes for all

bit-rates except 11Mbps do not match the exponential behavior resulting from modeling

interference as noise. In ns-3, the packet success rate increases exponentially as interference
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offset delay is increased, for all bit-rates. The only evidence of this type of behavior is seen

in the 11Mbps experiment, when signal to interference ratio equals 4 dB.

Additionally, for low bit-rates (1Mbps and 2Mbps), the average packet success rate

transition from low to high, as signal to interference ratio is increased, is very gradual (the

transition occurs over a 10 dB range). This contrasts to results from ns-3 tests, where

this transition occurs quickly (approximately a 3 dB range). At 5.5Mbps and 11Mbps,

the average packet success rate transition from low to high occurs quickly, but the packet

success rate values differ by a large amount from the CMU Emulator interference tests and

the ns-3 interference model.

Figure 6.2 shows the results of a comparison between the CMU Emulator interference

experiments and the ns-3 interference tests. In these graphs, each point represents the

packet success rate averaged over all interference offset delay values. From this figure, it is

clear that the ns-3 interference model is generally inaccurate for the signal to interference

range of -8 dB to 8 dB, and when signal to noise ratio is high. This shows the importance

of using the data from the CMU Emulator as a lookup table, as there is a great difference

between the current ns-3 interference model, and the hardware CMU Emulator tests.

6.4 ns-3 Payload Interference Additions

As shown in this chapter, there are many areas of interference where the current ns-3

implementation of treating interference as noise is insufficient. To fix one such very common

scenario, the case of single source interference in a low noise channel, it is suggested that

the data from the CMU Wireless Emulator interference tests be used as a lookup table.

This lookup table is available in Appendix A, and it operates in a similar fashion to the

preamble interference lookup table suggested in Chapter 5. The table serves as an alternate

implementation to the current ns3 interference model. Additionally, the lookup table is used

only for the case of single source, same channel interference, with the current ns-3 noise as

interference model to be used for all other cases (until similar data is generated for other

cases of interference that cannot be treated as noise). The addition of this lookup table

significantly improves the ns-3 interference implementation for this interference case.
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6.5 Conclusion

The majority of the ns-3 interference simulation occurs in payload interference modeling.

Despite the sharp focus on payload interference, the current ns-3 implementation of treat-

ing interference as noise is not accurate for all interference cases. These cases have been

investigated, with results showing that single source interference scenarios when signal to

interference ratio is low and signal to noise ratio is high do not corroborate with interfer-

ence experiments. There are cases when the ns-3 implementation does match with these

interference experiments however, and evidence is shown that suggests when signal to noise

ratio is sufficiently low, or when signal to interference ratio is sufficiently high, then both

models match. To improve the interference modeling in ns-3, data is gathered on single

source interference from the CMU Wireless Emulator, and saved as a lookup table. This

lookup table improves the single source interference modeling of ns-3 dramatically.
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Figure 6.2: Packet success rate versus signal to interference ratio compared between the
CMU Emulator interference tests, and the ns-3 interference tests. Each graph represents a
unique 802.11b bit-rate, and at each point represents the packet success rate averaged over
all interference delay values. The signal strength is kept constant at -70 dBm for all tests
(noise floor is approximately -100 dBm). The ns-3 packet success rate values match the
mathematical calculations from Equations 2.1-2.8.
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Chapter 7

CONCLUSION

7.1 Conclusions

Current research on the subject of 802.11b receiver behavior in interference conditions is

limited, and does not provide an in-depth view of these behaviors. This thesis provides

a deeper understanding of the effects of interference by investigating both hardware and

software experiments for interference. Results from the Carnegie Mellon University wire-

less emulator were gathered to be used as a lookup table in future error rate models for

interference implementations in network simulators. Also, a Simulink interference model

was created in order to obtain an understanding of exactly why and where interference

modeling contrasts from modeling a receiver in clear channel conditions. As the effects of

noise are lessened in a system, the various characteristics of the specific hardware receiver

begin to dominate the model, which is difficult to simulate in software. Finally, interference

modeling changes are recommended for the open source network simulator ns-3. These

changes include a simple physical layer change in the receiver state machine, lookup tables

for the calculation of single source interference, and an analysis to determine in which cases

the current ns-3 payload interference model is acceptable, and in which cases it must be

improved.

It is not feasible for a single thesis to completely explore the entire subject of 802.11b

interference. Instead, by focusing on the most common interference case (single source, same

channel interference), this thesis provides important insight into interference characteristics,

as well as presents a viable interference model to be used in network simulators. With the

given interference model, the error rate implementations in many network simulators would

be much more accurate, and would more closely match hardware.
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7.2 Future Work

The work in this thesis can be extended in many directions. First, the CMU emulator lookup

table used for network simulators can be improved by adding interference cases other than

single source, same channel, same bit-rate interference. Additionally, interference effects

from sources other than 802.11b transmitters can be investigated. For example, there is

widespread use of bluetooth, and often within range of 802.11b receivers (most laptops have

the ability to transmit bluetooth and 802.11). The effects of bluetooth interference are likely

different than those of 802.11b interference, and this thesis did not cover this subject. In

order to improve the Simulink interference model, a focus could center on investigating the

behaviors of various 802.11b hardware receivers. A study on bit synchronization and drift

in 802.11b hardware receivers would contribute considerably to the Simulink interference

model efforts. Finally, the practices in this thesis could be used to study other types of

receivers, such as 802.11a/g/n, and could investigate the effects of interference on packet

reception for these types of wireless receivers.
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Appendix A

CMU WIRELESS EMULATOR SINGLE SOURCE INTERFERENCE
EXPERIMENTAL RESULTS AND LOOKUP TABLE

Following are the results from the CMU Wireless Emulator interference experiments.

The graphs in each figure are calculated by finding the timestamp differences between each

packet collision, as described in Section 3.3.4. Each figure represents a specific 802.11b bit-

rate, and each graph on the figures details the packet success rate behavior given a specific

signal to interference ratio, which ranges from -8 dB to 8 dB.

Following the visual result graphs are the lookup tables recommended to be integrated

with the ns-3 payload interference implementation. Each table gives data for a specific

bit-rate, where signal to interference ratio and interference offset delay are input.
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Figure A.1: CMU Wireless Emulator Interference Results for 1 Mbps
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Figure A.2: CMU Wireless Emulator Interference Results for 2 Mbps
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Figure A.3: CMU Wireless Emulator Interference Results for 5.5 Mbps



66

Figure A.4: CMU Wireless Emulator Interference Results for 11 Mbps
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Figure A.5: 1Mbps lookup table for payload interference.
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Figure A.6: 2Mbps lookup table for payload interference.
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Figure A.7: 5.5Mbps lookup table for payload interference.

Figure A.8: 11Mbps lookup table for payload interference.
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Appendix B

PREAMBLE INTERFERENCE LOOKUP TABLE

The lookup tables derived from the raw data in the preamble interference tests from [9]

are displayed here. These results are recommended to be implemented in the ns-3 Network

Simulator as a lookup table in the case of single source interference, when interference occurs

during a packet preamble.

Figure B.1: 1Mbps lookup table for preamble interference. Data courtesy of [9].
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Figure B.2: 2Mbps lookup table for preamble interference. Data courtesy of [9].
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Figure B.3: 5.5Mbps lookup table for preamble interference. Data courtesy of [9].
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Figure B.4: 11Mbps lookup table for preamble interference. Data courtesy of [9].


