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Abstract — The wireless networking environment presents minimum-energy tree, rooted at $@urce, that reaches all of
formidable challenges tothe study of broadcasting and the desired destinations. We demonstrate the fundamental
multicasting problems. After addressing the characteristics of differences between wired and wireless networks, and
wireless networks that distinguish them from wired networks, introduce a new node-based broadcast algorithm that takes
we introduce and evaluate algorithms for tree construction in into account wireless network properties. We show how this
infrastructureless, all-wireless applications. The performance algorithm can also serve as the basis for a multicasting
metric used to evaluate broadcast and multicast trees is energy- algorithm, and we demonstrate its superior performance, as
efficiency. We develop the Broadcast Incremental Power compared to schemes that are based on more-conventional,
Algorithm, and adapt it to multicast operation as well. This link-based approaches.
algorithm exploits the broadcast nature of the wireless A crucial issue in wireless networks is the trade-off
communication environment, and addresses the need for petween the “reach” of wireless transmission (namely the
energy-efficient operation. We demonstrate that our algorithm  simultaneous reception by many nodes of a transmitted
provides better performance than algorithms that have been message) and the resulting interference by that transmission.

developed for the link-based, wired environment. We assume that the power level of a transmission can be
chosen within a given range of values. Therefore, there is a
|. INTRODUCTION trade-off between reaching more nodes in a single hop by

in thi tudv th bl f broadcasti using higher power (but at a higher interference cost) versus
Itn '?. paper,l\l/ve S UI y the E)ro Ems OM rota casling anga ching fewer nodes in that single hop by using lower power
multicasting inall-wireless networks. —IWMOSL Previous .t at 3 lower interference cost). Another crucial issue is
research and development work on multicasting has centetgd; ¢ energy consumption, because of the nonlinear

on tethered, point-to-point (typicallgigh speed) networks. atSenuation properties of radio signals.

By contrast, we address infrastructureless (peer-to-peéer E tudies h dd d lticasti ifically f
applications, and we incorporate the broadcast properties of -€W Studies have addressed muiicasting specincally ror
wireless communication media into our algorithms an¥{Ir€less networks. For example, the problem of multicast

performance measures. Among the most crucial issueg'eduling in cellular mobile networks was studiedlip
related to mobile wireless applications is that of operation ffj/d & forwarding multicast protocol fooncellular networks
limited-energy environments. Our focus is on th&/as studied if2]. Although [3]addressed the multicasting
development of algorithms for the formation of energ)PrOblem with a goal toward reaching efficient and near-

efficient trees for broadcast and multicast communication.  Minimum-cost algorithms for wireless networks, their
approach was link-based, and hence does not take into

Our approach to energy-efficienbommunication departs ¢qngideration the node-based nature of wireless
frg&n thetﬁraqnmnal 'ﬁ’ered stttrudcture In |that| we J8'rr‘]ﬂycommunications. Most other multicasting studies have been
address the issues of transmitted power levels (and hefiggieq to the case of stationary networks that are not wireless
network connectivity, a Physical layer function) an e.g.[4], [5], [6]).

multicast tree formation (a routing function, associated wi T o lex tradé tai
the Network layer). We argue that such joint decisions on ,, © @SS€sS {he complex trades one at a ime, we assume
connectivity and routing can result in significant! this paper that there is no mobility. Nevertheless, the

improvement in energy efficiency, as compared to a rigifPact O‘; mobil_ittty can be incot;porﬁyedt igt? our modelds .
layered structure that makes these decisions independentfzc2usS€ transmitter power can be adjusted to accommodate
Moreover, our approach is based on the “node-based” natt{tg Ne€W locations of the nodes, as necessary. In other words,
of wireless communications. By contrast, previousl{!€ Capability to adjust transmission power provides

developed models for multicasting have been based on “i onsiderable “elasticity” to the topological connectivity, and
based” models, which, although appropriate for wiredence may reduce the need for hand-offs and tracking. We

applications, do not reflect the properties of the all-wirele€iSC @ssume the availability of a large number of bandwidth
network environment. resources (i.e., unlimited number of frequencies or time slots

our f X initiated broadcasti i r orthogonal CDMA codes), so that contention for the

d ur I,[O.C”St.'s on SOL:I‘CE‘-IHI & ef  broadcasting (one- ?_—a annel is not an issue. Moreover, we assume that sufficient
and multicasting (one-to-many) of “session” (or connectionzansceiver resources are available at each of the nodes in the
oriented) traffic. In either case, our objective is to form ganvork: thus. calls are never blocked because of the
unavailability of either a transmitter or receiver. Under these

assumptions, we can focus on the determination of minimum-

This work was supported by the Office of Naval Research. . L broad d It
1 Here we consider only the energy used for transmission, neglecting for @QSt (in_our case, minimum-energy) broadcast and multicast

present the energy associated with reception and signal processing; the j @FS The problem we ad_dress involves the deS|gnat|or_1 of
study of all forms of energy expenditure and the associated trade-offs are W&tiCh nodes are to transmit, and the power levels at which
considered here. they are to do so. Once broadcasting and multicasting




models are developed for node-based models, future studiesl the demands of protocol operation. In view of the
can address the impact of mobility and limited resource®mplex interdependencies among many aspects of network
(both bandwidth and equipment), as well as protocol issudssign (e.g., transmitted power levels, signal processing
associated with determining connectivity and reservingpnsiderations, spectral efficiency, mobility effects, etc.), the
resources. traditional layered architectures proposed for protocol design
may not provide satisfactory performance. Therefore, it may
traditional layers to address appropriately the unique

The all-wireless networks studied here are quite differepharacteristics of the all-wireless environm§gfit [8]. Our
from the cellular systems and wireless LANs that have besfudies do, in fact, support this conjecture.

developed in the commercial domain. Cellular systems have

fixed base stations, which communicate among themselves

using dedicated non-wireless lines; thus, the o%ly multicast lll. WIRELESS COMMUNICATIONS MODEL

problems that are new in those systems involve tracking the We consider source-initiated, circuit-switched, multicast
mobile users. Otherwise, wireless communication is limitexessions. The network consists Mfnodes, which are

to that between mobile users and base stations. In fulhandomly distributed over a specified region. Each node has
connected wireless LANs, since there is single-hogeveral transceivers, and can thus support several multicast
connectivity among all the nodes, the multicasting problem sessions simultaneously. Any node is permitted to initiate
trivial. However, in ad hoc wireless networks it is possible tmulticast sessions. Multicast requests and seshications
establish a link between any pair of nodes, provided that eale generated randomly at the network nodes. Each multicast
has a transceiver available for this purpose and that theup consists of the source node plus at least one destination
signal-to-noise ratio at the receiving node is sufficiently higimode. Additional nodes may be needed as relays either to
Thus, unlike the case of wired networks, the set of netwopkovide connectivity to all members of the multicast group or
links and their capacities are not determined a priori, bta reduce overall energy consumption or both. The set of
depend on factors such as distance between nodesdes that support a multicast session (the source node, all
transmitted power, error-control schemes, other-usdestination nodes, and all relay nodes) is referred to as a
interference, and background noise. Thus, even when thalticast tree.

physical locations of the nodes are fixed, many of the factors The connectivity of the network depends on the
that affect network topology (and hence network contr@tansmission power.” We assume that each node can choose
schemes) are (at least partially) influenced by the actionsigf power level, not to exceed some maximum valye

the network nodes. Furthermore, in ad hoc networks nMhe nodes in any particular multicast tree do not necessarily
distinction can be made betweBpllnk anddownlink traffic, have to use the same power levels; moreover, a node may use
thus greatly complicating the interference environmengifferent power levels for the various multicast trees in which
Therefore, the wireless networking environment poses majiyarticipates.

new challenges not encountered in non-wireless or cellular \y/o assume that theceived signal power varies &g,

networks, even when mobility is notaddressed. ~ herer is the range and is a parameter that typically takes

In this paper, we focus on wireless networks in which then a value between 2 and 4, depending on the characteristics
node locations are fixed, and the channel conditionsf the communication medium. Based on this model the
unchanging. The wireless channel is distinguished by t&nsmitted powerequired to support a link between two
broadcast nature; whenomnidirectional antennas are usedpodes separated by rangis proportional ta®. Without loss
every transmission by a node can be received by all nodgfsgenerality, we set the normalizing constant equal to 1,
that lie within its communication range. Consequently, if thessulting in:
multicast group membership includes multiple nodes in the p; = power needed for link between Nddend Nodgj
immediate communication vicinity of the transmitting node, a ™ _ ',
single transmission suffices for reaching all these receivers. =r,

In addition to interference, another undesirable impact $f1€rér is the distance between Nodend Nodej. If the
the use of high transmitter power is that it results in increasf@‘x'm“m permitted transmitter powpr,, is sufficiently
energy usage. Since the propagation loss varies nonlineagi® the nodes will be able to transmit at sufficiently high
with distance (at somewhere between the second and foUtfijver so that the network is fully connected.
power), in unicast applications it is best (from the perspective We assume the use ofnidirectional antennas; thus all
of transmission energy consumption) to transmit at the lowd¥des within communication range of a transmitting node can
possible power level, even though doing so requires multipleceive its transmission. It is important to note how the
hops to reach the destination. However, in multicafoadcast property of wireless communication can be
applications it is not prudent to draw such conclusions &xploited in multicast applications. Consider the example
priori because the use of h|gher power may perm_ﬂhOWﬂ n Flg._ 1, In WhICh a subset Of the _multlcaSt tree
simultaneous connectivity to a sufficiently large number dhvolves Node, which is transmitting to its neighbors, Node
nodes, so that the total energy required to reach all memblep$id Nodek. The power required to reach Ngde P; and
of the multicast group may be actually reduced. Furthermoff€ power requiredo reach Nodek is P;. A single
even forunicast applications, the use of lower power (andfansmission at powe?, ;, = max{P;, P;} is sufficient to
hence, multiple hops) necessitates the complex coordinati®@®ach both Nod¢ and Nodek, based on our assumption of
of more signals and therefore may actually result in higher
total energy expenditure. 2 We assume that the communication medium is uniform,di.és,constant

Thus. the choice of transmitted power levels depenggoughout the region of interest, there are no obstacles (such as buildings or

uItimater on complex tradeffs between energy limitations mountains), and that the region is totally flat (hence no line-of-sight
limitations resulting from the earth’s curvature).




omnidirectional antennas. The ability to exploit this propertthe construction of trees that do not reach all destinations, use

of wireless communication, which we refer to as thehore than the minimum energy (because only suboptimal
‘wireless multicast advantage,” makes multicasting afjees can be constructed), or both.

excellent setting in which to study the potential benefits of We start with a simple example with two destinations, and

energy-efficient protocols. extended our approach to larger examples by means of a
recursive technique. Our examples in this section are based
on thebroadcasting problem, in which all nodes in the
network (other than, of course, the source) are destinations.
In Section VI we return to the problem of multicasting in
which only a subset of the network nodes must be reached,
Pik k while non-destination nodes may be used as relays.
Including such nodes may result in reduced overall power
consumption, or perhaps in providing a connected network

_As ?trhesu“ O_L_the egvireliess_ n?ulticast adva_ntatge, the dC_Ofoﬂﬁere one was not achievable without the use of such relays.
view of theomnidirectional wireless communication mediim —y,q emphasize a crucial difference between wired and

is as anode-based environment that is characterized by the . , i
following properties: wireless networks. In wired networks, the broadcasting

. A node’s transmission is capable of reaching another problem can be formulated as the well-known minimum-cost
node if the latter is within communication range whichSPanning tree (MST) problem. This formulation is based on
in turn means that the received signal—to—interfe'rence— the existence of a cost associated with each link in the
plus-noise ratio exceeds a given threshold and that theetwork; the total cost of the broadcast tree is the sum of the

receiving nodes have allocated (scheduled) receiver link costs. The situation in wireless networks is different,

i

Fig. 1 — The “wireless multicast advantage?, ;y = max{P;, Py}.

resources for this purpose. however, because of the “wireless multicast advantage”
« The total power required to reach a set of other nodes R§OPerty, discussed in Section Ill, which permits all nodes

simp|y themaximumrequired to reach any of them within communication range to receive a transmission

individually. without additional expenditure of transmitter power.

By contrast, in wired models, as long as there is a wire dperefore, the standard MST problem, which reflects the
cable link connecting two nodes, the reception is ensuréik-based nature of wired networks, does not capture the
over that link, and the cost of Node transmission to Node node-based nature of wireless networks. We do not know of
and Nodek would be thesum of the costs to the individual any scalable solutions to the node-based version of this
nodes? Thus, wired networks can be viewed correctly asroblem? In this paper we introduce a heuristic that takes

link-based. into account the wireless multicast advantage in the
formation of low-energy broadcast trees. We use such low-
V. MINIMUM -ENERGY BROADCAST TREES energy broadcast trees (including versions based on both

We first address the problem of constructing thbhk-based and node-based versions) as the basgome of

minimum-energy, source-based broadcast tree for each ne®Mf hgurig,tics for the construction of suboptimal multicast
arriving broadcast session request. Doing so involves tHEeS in wireless networks.

choice of transmitter-power levels and relay nodes. As noted .. . . I
earlier, we address only the transmission energy. Thus, e Minimum-Energy Broadcasting: 2 Destinations

total energy of the broadcast tree is simply the sum of the We consider a source node S (located at the origin) and
energy expended at each of the transmitting nodes in the treeg destination nodes located on the-axis, without loss
leaf nodes (which do not transmit) do not contribute to thi generality) and B as shown in Fig. 2. The coordinates of
quantity. Since we are considering session traffic, al}; and D, determine the anglé. The distance between S
transmitting nodes transmit for the entire duration of ead&nd O is r;, the distance between S and iBr,, and the
session. Therefore, the total transmission energy déstance between,dnd D, is r,,. We assume, without loss
proportional to the total power needed to maintain the tred.generality, that, > r, and define:

Hence, we evaluate performance in terms of the total power p_, =r& = power needed for link between S and D

required to maintain the tree. . .. Pg;=r37 = power needed for link between S and D
We assume throughout this paper that ample bandwidth is P.. =% = nower needed for link between &nd

available, and that each node has a sufficient number of "2~ 2 =P fe D )

transceivers to accommodate all service requests. Anthis simple example, there are two alternative strategies:

insufficient quantity of either of these resources can result in &) Stransmitsusing Ps,: both O and 0) are reached.
b) Stransmitsusing Ps;: only D, is reached.

31n wired networks, energy is not a concern; the cost of a link would D, then transmits to Pwith powerP,,, resulting in a
typically be related to bandwidth and congestion (and hence delay) total power ofPg; + Py,

considerations. The case of wireless applications with highly directive

antennas is similar to the case of wired networks in the sense that multipte

beams may be needed to reach multiple destinations; thus the total cost‘dflawas recently shown that the related (although somewhat different)
node’s transmissions to its neighbors would be equal to the sum of the gosiblem of finding a minimal-sizenultipoint relay set in wireless networks

of the individual beams needed to reach each individual destination. is NP-completd10].




D2 A Dbrute-force approach for the determination of
minimum-energy trees is an exhaustive search over all
possible trees. However, the number of alternative strategies
increases rapidly as the number of destinations increases,
making such an approach impractical, except for small

12 networks. Nevertheless, the effects of complexity can be
mitigated somewhat by means of the recursive formulation
described if11]. We denote the distance between the Source
and DestinatiorD,, to ber,. Without loss of generality, we
assume that, <r, < ... <ry.

For example, let us consider the case of three destinations.
We would like to choose the alternative that results in thehe source has three alternatives, namely to transmit with
smaller \{alue of total power consumption. For the case &hough power to reach only;Dboth D and B, or all three
propagation that follows arf/law, it is very simple to derive destinations. If the source reaches only D effectively
the following result from simple geometrical considerations: delegates to Dthe responsibility of relaying to Dand D

« Use strategy (a) if,> r, cosB, One can thus remap the origin to the location gfddd use

. Use strategy (b) otherwise. the already .obtgined.solution to thg problem of brpadcasting
For the general case of propagation behaving a% 1/to two des_tlne}tlons in the evaluation of strategles'for the
algebraic manipulation results in the following: three-destination example. If the Source transmits with

enough power to reach both, Bnd D, then one of these

0

S i D,

Fig. 2 — Broadcasting to two destinations.

- Use strategy (a) if a nodes must relay to D An exhaustive search procedure
X4 —1<(l+ W2 2% cosG)E 1) would_ evaluate the total power unde( qll of these alternatives,
' and pick the one that results in the minimum total power.
wherex =rJ/ry; In general, the solution foN, destinations can be
« Use strategy (b) otherwise. expressedn terms of the solutions for various subsets of the

This result is shown graphically in Fig. 3. For example, igolutions for a smaller number of destinations.
the region above the curve (for each particular valug)af  Unfortunately, the complexity of this formulation is high,
is best to use strategy (a). It is of special interest to note thaking it impractical except for small networks. One way to
for a = 3 (which is characteristic of many realisticoughly estimate complexity is to evaluate the number of
environments) the boundary separating these regions is qtibees that the solution for the two-destination problem is
steep; therefore a simple heuristic that uses strategy ¢a)led during the course of the algorithm. For the case of
whenever 8 =290° and strategy (b) otherwise should beour destinations, it is called three times, which is certainly
expected to provide nearly optimal performance. Thus, tleasy to handle. However, the number of calls to this
incentive to use the shortest available links increases assubproblem increases rapidly A increases; e.g., fot, =
increases. 10, more than 51,000 calls are needed, an8iifor 13 more

180 than 14 million calls are needed. Nevertheless, this approach
may serve as the basis for a suboptimal heuristic that
provides less than an exhaustive search of all possible trees.

150 =

120 |- Use Strategy (a)

G 90 =
(degrees) |a=4
60 =

V. THE BROADCAST INCREMENTAL POWER ALGORITHM

Our objective is the determination e minimum-power
G=2 tree, rooted at the source node, that reaches all of the other
Use Strategy (b) nodes in the network. For wireless networks, this is a
difficult problem for which no scalable solutions appear to be
available at this time. Therefore, it is necessary to develop
heuristics. The total power associated with the tree is simply
the sum of the powers at all transmitting nodes. Clearly, this
is a node-based (rather than link-based) metric because it
enables us to exploit the wireless multicast advantage.
Nevertheless, some of the algorithms we have studied are
; . based on the minimization of link-based costs (as a heuristic
B. ARecursive Formulation for the minimization of the true, node-based cost).

The minimum-energy broadcasting problem becomes |n this section, we introduce and describe the Broadcast
more interesting as the number of destinations increases. linsremental Power (BIP) Algorithm, which is the major
difficult to make generalizations about the desirability ofontribution of this paper. We also discuss two additional
using the shortest available links because the use of a higapproaches, which are based on conventional networking
power transmission can often result in the ability to readBchniques. Unlike the other two approaches, BIP exploits
several nodes with a single transmission, thereby resulting!f}f wireless multicast advantage in the construction of the

lower overall power in the complete tree. broadcast tree.

30 -

0

ra/ry

Fig. 3— Minimum-energy broadcasting strategies to two destinations
(r, =r,); each curve represents the strategy for a particular vatue of



In all of the algorithms studied here, each transmission iyifficient to reach Node 6. The cost of a transmission
a node is characterized by its transmitter power level, as wegtween Node 10 and Node 9ri§, and the cost of a
as a designation of which (possibly several) of the nod#@nsmission between Node 10 and Node 6ijs The
receiving this transmission are to forward it toward which dhcremental cost associated with adding Node 6 to the
the ultimate destination nodes. In small examples, we d¥eliminary tree consisting of Node 9 and Node 16fjs —
able to compare our results to those obtained by &fe Ve are able to exploit the wireless multicast advantage
exhaustive search algorithm that is based on the recurspgcause both Node 6 and Node 9 can be reached when Node
procedure discussed ji0]. 10 transmits with sufficient power to reach Node 6.

I Sep 3: There are now three nodes in the tree, namely Node
A. Description of BIP 6, Node 9, and Node 10. For each of these nodes, we
We describehe basic operation of BIP here by presentingetermine the incremental cost to reach a new node. (Since
a simple example of tree construction. The objective is dode 6 and Node 9 were not previously transmitting, their
construct a minimum-cost (in our case, minimum-powergespective incremental costs will equal their full transmission

tree, rooted at the Source.

Sep 1: Fig. 4(a) shows a ten-node network, in which Nod
A propagation constantoof 2 is
assumed. Initially, the tree consists of only the Source.
begin by determining the node that the Source can reach wi

10 is the Source.

powers if they are chosen to transmit; since Nodeva®

already transmitting, its incremental cost is only the required

ficrease in its transmission power). The node that can be

dded with minimum incremental cost (which turns out to be
de 7) is added to the tree (Fig. 4(c)).

minimum expenditure of power, i.e., the Source’s neare€bntinue: This procedure is continued until all nodes are
neighbor, which is Node 9. This node is added to the treéacluded in the tree, as shown kig. 4(d). The order in
Thus, at this point, two nodes are included in the tree, nameWich the nodes were added in steps 4 through 9 is: 8,

Node 10 and Node 9{g. 4(a)).
means that the addition to the tree at this step is t

transmission from Node 10 to Node 9.

The notation 10-» 9

/

(a) Step 1: 10— 9

5

(b) Step2: 10— 6

s
2
4 /
o
37 \
o/ 10 s
1
6
2
7 5

(c)Step3:6— 7

o T T T T
0 1 2 3 4

(d) final tree P = 10.90)

Fig. 4 — Example of tree construction using BIP
(first three steps and final tree);= 2.

6 -59-51,9- 39549 2

I&?/al uation of Transmitted Power: The total power required

to maintain this tree is the sum of the transmitted powers at
each of the transmitting nodes. In this example, Nodes 10, 6,
and 9 transmit, while the other nodes, which are leaf nodes,
do not. The overall transmitter power is therefore

P = max(ryg,6,110,0) + MaX(fg'5, 6.7, T6.8)
+max(rg1, 192,193, 9.4)
=106 * 65 * o2
For the present case @f= 2, we haveé® = 10.90.

BIP is similar in principle to Prim’s algorithm for the
formation of MSTs, in the sense that new nodes are added to
the tree one at a time (on a minimum-cost basis) until all
nodes are included in the tree. In fact, the implementation of
this algorithm is based on the standard Prim algorithm, with
one fundamental difference. Whereas the inputs to Prim’s
algorithm are the link cost®; (which remain unchanged
throughout the execution of the algorithm), BIP must
dynamically update the costs at each step (i.e., whenever a
new node is added to the tree) to reflect the fact that the cost
of adding new nodes to a transmitting node’s list of neighbors
is the incremental cost. Consider an example in which Node
i is already in the tree (it may be either a transmitting node or
a leaf node), and Nodeis not yet in the tree. For all such

Nodesi (i.e., all nodes already in the tree), and Ngdge.,
nodes not yet in the tree), the following is evaluated:

Ry =P, —P(), 2)

where P;; is the link-based cost of a transmission between

Sep 2: We then determine which “new” node can be addagdodei and Nodg (i.e., it isr; ), andP(j) is the power level

to the tree atminimum additional cost. There are two at which Node is already transmitting (prior to the addition
alternatives. Either Node 10 can increase its power to reacbfaNodej; if Nodei is currently a leaf nodé(i) = 0). The
second node, or Node 9 can transmit to its nearest neighfaantity P; represents the incremental cost associated with

that is not already in the tree.

In this example, Node

ding Nodg to the set of nodes to which Nodelready

increases its power level to reach Node 6 (Fig. 4(b)). Nai@nsmits. The pairi{j} that results in the minimum value of

that the cost associated with the addition of Node 6 to the tieg is selected, i.e., Node transmits at a power level

is theincremental cost associated with increasing Node 10'sufficient to reach Nodg Thus, one new node is added to
power from a level sufficient to reach Node 9 to a levehe tree at every step of the algorithm.



Unlike Prim’s algorithm, which guarantees the formation ~BLIMST: A minimum-cost (minimum-power) spanning
of minimum-cost spanning trees for link-based costs (as in tree is formed using standard (link-based) MST
wired networks), BIP does not necessarily provide minimum- techniques.
cost trees for wireless networks. However, neither do any,
other scalable algorithms that we are aware of. The
performance results of Section 7 demonstrate nonetheless th; \ o]

9 1 / 9 10

this algorithm does, in fact, provide satisfactory performance.
B. Broadcast Algorithms based on Link-Based Techniques ]
Two of the algorithms we have studied are based on wellx| 2
known techniques, namely the use of shortest unicast path
and the use of spanning trees, both of which use link-baseq * ‘ ’ o
costs.

o T

1) Broadcast Least-Unicast-cost (BLU) Algorithm 0 1 z 5 : L T

A straightforward (but far from optimal) approach is the (a) BLU (P=12.17) (b) BLIMST (P = 13.22)
use of broadcast trees that consist of the superposition of the  Fig. 5 — Trees produced by link-based algorithms=(2).

best unicast paths to each individual destination (see e'g"Fig 5b) shows the multicast tree produced by BLIMST

[L1]). It is assumed that an underlying unicast algorith r the same example shown in Fig. 4. The power required to
(such as the Bellman-Ford or Dijkstra algorithm) provide intain this tree i® = 13.22. Similarly to the case of BLU,

“ H - H ” a
minimum-distance™ paths from the source node to eve{&?l? failure of BLIMST to exploit the wireless multicast

other node. Since BLU is based on the use of a scala VIS .
unicast algorithm, it also is scalable. advantage results in higher overall power expenditure.

_ Also note that, although algorithms based on minimuny Complexity Considerations
distance paths are normally used for packet-switched , ,
applications, we are using this approach here for session- The complexity of BLU, when implemented by means of
oriented traffic, since a cost (involving power and possibl{pe Dijkstra algorithm, iON*), whereN is the number of
congestion) can be defined for each link in the network. Hipdes in the network [1Zp. 111).
contrast, in circuit-switched wired applications it is difficult The complexity of BLIMST, when implemented by means
to define a link cost because energy is not of concern aofl Prim’s algorithm, isO(N® when a straightforward
because delay is not an appropriate metric (as it would beifmmplementation is usefll?] (p. 524). However, a more-
packet-switched applications) since resources are reservedadphisticated implementation using a Fibonacci heap vyields
circuit-switched applications. Instead, blocking probability isomplexityO(M + N log N) = O(N?), whereM =N (N — 1)/2
the only overall objective, and there is no known way d§ the number of links (in a fully connected network).
mapping that objective to individual link metrics. Since BIP is based on Prim's algorithm, it also has
Summarizing the above, we have: complexityON®). Because of the need to update the costs

BLU: A minimum-cost path from the source node to P, at each step of the algorithm, it is not yet clear whether the

every other node is established. The broadcast FlPonacci heap technique is applicable here.
tree consists of the superposition of these unicas
paths.

Fig. 5(a) shows the multicast tree produced by BLU foj,
the same example shown in Fiy. The power required to

tD. The Sweep: Removing Unnecessary Transmissions

The performance of the algorithms presented here can be
proved by eliminating unnecessary transmissions by means
maintain this tree i® = 12.17. Note that whereas both Nod oigy:g%tu\;\ée (\j\%l gr]]%WS\th\?g réxgrr;]e[;?é[?n.':igneg)(;e) i%%%\r,'g 'tr;]%t?r(;e
9 and Node 10 transmit with relatively high power undepa¢ vesyits from applying the sweep operation to the tree
BLU, only Node 9 transmits with relatively high power undef.o4,ced by BIP Fig. 4(d)). In this example, Node 9 and
BIP. Consequently, the overall power consumption undgfoe 6 serve as relays. Nodes 1, 2, 3, 4, 5, 7, and 8 are leaf
BIP is somewhat lower for this example. Thus, the failure oo ges: thus they do not transmit, and hence do not contribute
BLU to exploit the wireless multicast advantage results if) ha power consumption. It is easy to see (by simple
higher overall power expenditure. geometry, since we assume the use of omnidirectional
ink-based i ; antennas) that Node 9's transmitted power is sufficient to

2) Br(?adcast Iflnkt)_ MST (BLIMST) Algorithm reach Node 6; thus Node 10 can reduce its power so that it

This algorithm is based on the use of the standard M$éaches only Node 9. By doing so, the overall power
formulation (as in wired networks) in which a link cost isconsumption is reduced frofh= 10.90 td® = 10.00.

associated with each pair of nodes (i.e., the power to sustalnFig 6(b) shows a sweep example based on BLU. Again
the link). Thus, the “wireless multicast advantage” is ignprﬁode 9 and Node 6 serve as relays and Nodes 1, 2 345 7
in the construction of the MST. Since the MST problem is &, g are leaf nodes. The total transmitter power required to
polynomial complexity, it is scalable. Once the MST isnaintain this tree i = 12.17. It is easy to see that the

constructed in this manner, the evaluation of its cost (i.e., the  smission by Node 10 (which is sufficient to reach Node
total power needed to sustain the broadcast tree) does tgke

int iderati th rel lticast advant can also reach Nodes 1, 3, and 4 without further
INto _ consiaeration the wireless multicast advantageypenditure of power. Therefore, the transmission by Node 9
Summarizing the above, we have:

is unnecessary. The resulting power consumption is reduced
fromP =12.17 toP = 8.00.



The sweep procedure is summarized as follows. W) transmits with sufficient power to reach all of the other
examine the nodes in ascending ID order, ftem 1 through nodes; the resulting tree powerRs= 6.30. In most of our
N.> Leaf nodes are ignored because they do not transneixamples for which the true optimal solution is available (i.e.,
The non-leaf node with the lowest ID is Node 6, whoskn-node networks), however, the performance provided by
downstream neighbors are Nodes 5, 7, and 8; thus Node @his three algorithms we have studied is much closer to that of
the first candidate for restructuring. Since the transmissidime optimal solution than in this particular example.
by Node 6 does not reach any neighbors of Nodes 5, 7, and 8,
no changes are made here. The situation at Node 9 is similar. VI. ALGORITHMS FORMULTICASTING

Finally, we reach Node 10. As noted above, Node 10 reaches . o o
all of Node 9's downstream neighbors; therefore, the Itis well known that the determination of a minimum-cost

transmission by Node 9 can be eliminated. multicast tree invired networks is a difficult problem, which

s s can be modeled as the NP-complete Steiner tree problem.
This problem appears to be at least as hard in wireless
networks as it is in wired networks. As we noted earlier, we
know of no scalable algorithms for the minimum-energy
broadcast problem. Thus, heuristics are definitely needed.

In this section we discuss three of the multicasting
algorithms we have studied. They are direct analogs of the
broadcasting algorithms discussed in Section 5, and
“Multicast” replaces “Broadcast” in their names.

Multicast Incremental Power (MIP) Algorithm

S 1 12§ : <+ % 1 I 3 i A broadcast tree is formed using BIP. To obtain the
(a) BIP @ = 10.00) (b) BLU (P = 8.00) multicast tree, the broadcast tree is pruned by eliminating all
transmissions that are not needed to reach the members of the

Fig. 6 — Post-sweep trees produced by BIP and BLU > i :
for the network ofig. 4 (a = 2). multicast group. More specifically, nodes with no

We h lied th d to all of downstream destinations will not transmit, and some nodes
€ have applied the same sweep procedure 1o all o Q| he aple to reduce their transmitted power (i.e., if their

algorithms. Typically, a single application of the sweep,, e _gistant downstream neighbors have been pruned from
operation provides significant improvement; small furtheg,, tree).

improvement can often be obtained by repeating the sweep
once more, but little improvement has been found byulticast Least-Unicast-cost (MLU) Algorithm
additional applications of this procedure. In this particular This is identical to BLU, except that unicast paths are

g)l(lgmhpolalyeséy igr%\ggtez gaasé(;vggéep%vggtriopno%-?r\:\éeterg;rgreoétaeré blished only to the desired destinations rather than to all
. : work nodes. The multicast tree consists of the

by BIP has lower power, both before and after the swe€ep: ii fih iat ast path
BLIMST provides a tree withP = 13.22 before the sweep,>UPErposition of the appropriate unicast patns.

with no improvement obtained by sweeping in this particulgy iticast Link-based MST (MLIMST) Algorithm

network. . . . .

A broadcast tree is formed using BLIMST. As with MIP,
to obtain the multicast tree, the broadcast tree is pruned by
eliminating all transmissions that are not needed to reach the
members of the given multicast group.

w
L

VII. PERFORMANCE RESULTS

We have evhiated the performance of the three
algorithms for many network examples. Networks with a
o ' specified number of nodes (typically 10 or 100) are randomly
generated within a square region (e.gx 5, as irFig. 4),

0 , : : , i.e., the location of each node is randomly generated. One of
. o b2 % 48 the nodes is randomly chosen to be the Source. Multicast
F'g'7_Opt'ma'fg’r“g'gaftaﬁ,rgeggg)o“rexamp'e network groups of a specified size are chosen randomly from the
e overall set of nodes. Since broadcasting is simply a special
E. The Optimal Tree tcri:\se of multicasting in which all of the nodes are included in
: . . the multicast group, we discuss our results for broadcasting

The optimal (lowest power) tree, obtained by exhaustivé,q multicasting together and refer solely to the multicasting
search, is a hub networki@. 7), in which the Source (Node yersions of the algorithms. No restrictions are placed on the
maximum transmitter power (i.@,..« = ©). The transmitter
5 Alternative schemes for ordering the sequence in which the nodes gewer actually usedr{) depends on the distancg fo the
examined are currently under investigation, including schemes that start fregythest neighbor to which a node is transmitting. We have
the Source and progress outwardly along the tree. considered propagation loss exponenta f2 anda = 4. In
61n some cases, the sweep operation discovers opportunities to redgflecases, (i.e., for a specified network size, multicast group
transmitted power (although without eliminating a transmission entirelybize, and tree algorithm), our results are based on the

namely when the responsibility of relaying to a particular node can tﬁerformance of 100 randomly generated networks
transferred to another node. ’




Our performance metric is the total power of the multicaMIP provides the best performance, both in terms of mean
(or broadcast) tree. To facilitate the comparison of oand variance. In fact, MIP performs better than MLIMST for
algorithms over a wide range of network examples, we ual group sizes.
the notion of thenormalized power for each network
example. For each individual network example, say network TABLE 1—MEAN AND VARIANCE OF NORMALIZED TREE?OWER FOR100
m, we specify the locations of the nodes, the Source, and the NETWORKINSTANCES:10NODE NETWORKS.0 = 2

destinations, and we compute the power associated with fRgoup .
multicast tree generated by each of the algorithms. [ osize MLU MLIMST MIP
determine a benchmark for each network instance, we defiffg, 1.0000: 0.0000 | 1.1256. 0.1244 | 1.0583: 0.0201
Q,(m) = total power of multicast tree for 5 1.1040; 0.0245 | 1.1852; 0.0415 | 1.1055; 0.0193
. networkm, generated by algorithin (3 [10 [1.1388 00270 | 1.1987; 0.0471 | 1.1049; 0.0145
an
Ques(M) = Min{Q(m), i LI}, (4) Table 2 provides similar results for = 4. MIP again

. . . provides improved performance, as compared to the other
wherel is the set of algorithms. Thup(m) is the power  tyg algorithms, for group sizes of 5 and greater.
of the lowest-power tree among the set of algorithms (for the

particular network instancen). For our larger (100-node
network) examples, the setonsists of Algorithms 1, 2, and
3. For our small (ten-node network) examples, we also have

results for a fourth algorithm, namely the recursivecroup
exhaustive search algorithfh0], which provides the optimal | size
solution; thusQy(m) is the true value of the power of thg 1.0000; 0.0000 | 1.0381; 0.0315 | 1.0285; 0.0209
optimal tree in such cases. We then definentbranalized L0201 00120 | 10430 00122 | 10283 0.0001

power associated with algorithinto be
10 1.0473; 0.0098 | 1.0474; 0.0128 | 1.0229; 0.0050

. m
Q(m) = % ®) Performance results for 100-node networks are shown in
Tables 3 and 4. As noted above, the normalization is taken
This metric provides a measure of how close each algorithaith respect to the best of the three algorithms under study
comes to providing the lowest-power tree. In all cases, Wecause the true optimal values are not available. As in the
have used the performance values obtained after a singi&e of the smaller networks, MLU performs better than the
application of the Sweep Algorithm, discussed in Section 5. other two algorithms when multicast groups are small. This
Note: Consider a 8 5 square unit region in which nodess not surprising, since this algorithm provides a minimum-
are randomly distributed (such as Fig. 4). It is important @ost path to each individual destination. By contrast, the
note that the units of distance used in this study are arbitrapgher two algorithms are based on the formation of a
For example, the doubling of all distances in theBregion minimum-cost tree that reaches all nodes (with subsequent
while the nodes maintain their relative positions (resulting ipruning to eliminate paths to nodes that are not in the
nodes being distributed in a 2010 square unit region), multicast group), and therefore may provide long, circuitous
results in link power levels that increase by a factorf 2paths to some of the destinations. Bor 2, MIP provides
Since the resulting trees produced by the algorithms studiéé best performance for group sizes of 25 or greateqg for
here remain the same under any scaling of the distance, 4heVIP is best for group sizes of 10 or more. MIP again
overall tree power levels also increase by the same factorpsévides better performance than MLIMST in all cases, as it
2°. Therefore, any ratio comparisons of the tree poweekd in the ten-node network examples.
gg:g_ﬁggefcaic?grthli glt%g?wm‘as?tﬁénr?;%%]iee%t ;;Qégeldgé‘:(ancefABLE 3 — MEAN AND VARIANCE OF NORMALIZED TREE POWER FOR100
not depend on the size of the region, even though the absolute

TABLE 2 — MEAN AND VARIANCE OF NORMALIZED TREE POWER FOR100
NETWORK INSTANCES:10-NODE NETWORKS,O = 4

MLU MLIMST MIP

NETWORK INSTANCES:100NODE NETWORKS,O = 2.

power does. Group MLU MLIMST MIP
Table 1 summarizes performance for the threerdhgos Sizé

for networks with ten nodes, various multicast-group sizg4s; 1.0410; 0.0072 1.2711; 0.0757 1.1892; 0.0440

and for a propagation constant valuecof 2. Each entry [, 1.0680; 0.0088 | 1.1496: 0.0153 | 1.0729: 0.0161

represents the results for 100 randomly generated netwopks: - - -

The entries in the table are mean and variance, respectivplp | 1.1060; 0.0097 | 10831, 00057 | 10135 0.0010
of the normalized tree powe),'(m). The multicast-group | 50 1.1495; 0.0103 [ 1.0801; 0.0020 [ 1.0025; 0.0001
size includes the source node in addition to the destinatiops 1.1502: 0.0047 | 1.0683; 0.0019 | 1.0009: 0.0000
nodes. For the case of a single destination (group size =2}

MLU provides not only the bgest average pe(?forrrl?ance, -ﬁ)oo 1.1456; 0.0044 | 1.0676; 0.0019 | 1.0010; 0.0000
also the best performance for every network instance (it oyr performance results indicate that our proposed
provides the same solution as the exhaustive search). Thigjigorithm, MIP, provides better performance than MLIMST
certainly not surprising because this is simply the unicagfer the complete range of network examples that we have
routing problem, for which the Dijkstra algorithm providessy,died, based on the criteria of mean tree power as well as
the optimal solution. For a group size of 5, MLU stilkgriance. We attribute this improved performance to the fact
provides the best performance in terms of mean tree powgfat MIP exploits the node-based wireless multicast
MIP provides a slightly higher mean value, but a Sma”%gvantage property, whereas MLIMST ignores this property
variance. For the case of broadcasting (group size = 184 it forms trees on the basis of link-based costs. Both MIP




and MLIMST provide better performance than MLU wherprovides the best performance in almost all network
the size of the multicast groups is moderate to large. Whestances.

multicast groups are large, the structure obtained by first, .
establishing a broadcast tree is highly beneficial. However,™
when multicast groups are small, many energy-inefficient i MLU
paths are established; such behavior would be expected even ||

for truly optimal broadcast trees, and is a consequence of the | |j!
suboptimal nature of the pruning operation. Our observatio ]
apply also fora = 4. Asa increases, the penalty for using § I\
longer links increases; thus trees may consist of a larg8r 1- -
number of shorter links, but this fact does not change the |
relative behavior of the algorithms.

§ | — MLIMST k}I

Y J
) A i ,,ix /i

|

nommal

TABLE 4 — MeaN AND VARIANCE OF NORMALIZED TREE POWER FOR100
NETWORK INSTANCES:100NODE NETWORKS,0 = 4.

0.5
Group MLU MLIMST MIP 0 20 40 60 80 100

size

network
S 1.0623; 0.0178 | 1.1211; 0.0309 | 1.10S8; 0.0223 Fig. 9 — Normalized tree power for 100 network instances;
10 1.1123; 0.0246 | 1.0570; 0.0064 | 1.0409; 0.0051 100-node networks, multicast group size =@5; 2.

25 1.1243; 0.0154 1.0359; 0.0027 1.0116; 0.0006 2
50 1.1531; 0.0128 1.0253; 0.0006 1.0030; 0.0001
75 1.1673; 0.0153 1.0198; 0.0005 1.0027; 0.0001
100 1.1615; 0.0105 1.0232; 0.0006 1.0016; 0.0000

MLU

| |
]

1
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Figures 8 — 11 illustrate graphically the relativeg?
performance of the algorithms we have studied. Thg (. 5'..!'5 i ’I . ﬁ ." Ij Y E A
horizontal axis represents the network i ranges between §  [1/ {i v 1 il i b LAR A, ,'1{" L L
1 and 100), and the vertical axis is the normalized tree powgr ;]S LA AT ATV VN el ol
Q/'(m). These results, which correspond to a subset of those M,_if\,.ST |
presented in Table 3, permit us to evaluate the relative MIP
performance of the algorithms for a set of 100 network
instances. The dotted curves represents the case of MLU; iB

often provides the best performance for small multicast ™~ 20 20 60 80 100
groups, but this advantage decreases and eventually network

disappears as the size of the multicast group increases. Its rjq 10 _ Normalized tree power for 100 network instances;
performance is usually the worst of the three algorithms for 100-node networks, multicast group size =6€; 2.

large multicast group sizes, although there is one case in

which it provides the best performance for the broadcast casels
2.5 BLU
— MLi MST N fl || l , E
% N ', 1w M1 [l ] ” [
WA il g g T Hfﬂ Ly P PITORT
N L | it LA el |
g y AL LRTTE U AN TALMN W ARA R A S
& 21 H i X AT
@
g & BLIMST
T © BIP
& g
© =
:
05 1 1 U 1
0 20 40 60 80 100
0.5 r T r T network
0 20 40 y 60 80 100 Fig. 11 — Normalized tree power for 100 network instances;
networ 100-node networks, broadcast case (i.e., group size =d.603,
Fig. 8 — Normalized tree power for 100 network instances; . .
100-node networks, multicast group size a1 5; 2. Thus far, we have discussed only the normalized values of

) ) ) tree power. This metric is useful for the comparison of the
The lighter solid curve represents MLIMST, and theelative performance of our algorithms. Additional insight
darker solid curve represents MIP. For most networkto the properties of the algorithms can be obtained by
instances, MIP performs better than MLIMST, with theooking at the actual values of tree power. Table 5 shows the
advantage increasing substantially as the size of the multicggtan value of the tree power for the same set of network
groups increases. For large multicast group sizes, Mijfstances summarized in Table 3 for & 5 region. As noted



earlier, the actual communication ranges (rather than their
relative values) are relevant to the evaluation of absolute

values of power, but not to the normalized values.

shown, in parentheses below the mean value, are

minimum and maximum values of tree power observed ov
the set of 100 network instances for each of the thr
algorithms. Table 6 shows the corresponding results for t
The network that results in t

examples of Table 4.

minimum (or maximum) value of tree power is typicall

different for the three algorithms.

TABLE 5 — MEAN TREE POWER (ANDMINIMUM AND MAXIMUM VALUES)

FOR100 NETWORK INSTANCES:
100NoDE NETWORKS,5 X 5 REGION, 0 = 2 (SEETABLE 3).

TABLE 6 — MEAN TREE POWER (ANDMINIMUM AND MAXIMUM VALUES)

FOR100 NETWORK INSTANCES:
100NopE NETWORKS,5 X 5 REGION,0 = 4 (SEETABLE 4).

VIIl. CONCLUSIONS

In this paper, we have identified some of the fundamental
ues associated with energy-efficient broadcasting and
Iticasting in infrastructureless wireless networks, and we
ve presented preliminary algorithms for the solution of this
oblem. Our studies show that improved performance can
obtained when exploiting the properties of the wireless
edium; i.e., networking schemes should reflect the node-
based nature of wireless communications, rather than simply
adapt link-based schemes originally developed for wired
networks. In particular, the Broadcast Incremental Power
(BIP) Algorithm, which exploits the wireless multicast
advantage, provides better performance than the other
algorithms we have studied over a wide range of network

Gsrifz"ép MLU MLIMST MIP examples.

s 3083 7018 2511 thprtf&erbmo_re_, Elhe fact ;Qat_ imprﬁveq plelrformance can bO(la

obtaine ointly considerin sical layer issues an
(1.716, 8.017) (1775, 7.735) |(1.737, 7.618) network Iagl/ejr issﬂes sugges?s pth):/at novely approaches to

25 8819 8.631 8.096 wireless networking, which incorporate the vertical

(6.157, 11.014) |(6.437, 10.626) | (6.162, 9.868) integration of protocol layer functions, may provide

50 10.769 10.135 9.415 advantages over traditional network architectures. A major
(8.360, 13.683) | (7.696, 12.603) | (7.118, 11.792) challenge, and a topic of continued research, is the

100 |12.348 11514 10.802 development of distributed algorithms that provide the
(10.149, 14.926) | (9.762, 13.323) | (9.004, 12.592) benefits that have been demonstrated in this paper.

Furthermore, it is important to study the impact of limited
bandwidth and transceiver resources, as well as to develop
mechanisms to cope with node mobility.
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